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Abstract The heterophase junction is of great importance

in photocatalysis and many other applications. The me-

chanical, optical and electrical properties of metrical are

sensitive to the atomic structure of the heterophase junc-

tion. To date, the determination of these structures at the

atomic level has been of great challenge for both ex-

periment and theory. In this focused review, we introduce

the recently developed theoretical methods based on

stochastic surface walking method, which in combination

with finite strain theory and first principles calculations can

be utilized for identifying the homogeneous phase transi-

tion pathway and characterizing the atomic structure at the

phase junction. The orientation relation and the atomic

habit plane obtained from theory provide the key infor-

mation for constructing the coherent phase junction. We

then discuss the application of the method in two example

systems in the context of latest experimental findings,

namely TiO2-B/anatase and anatase/rutile heterophase

junction that are of wide application in photocatalysis.

Using these examples, the merits and deficiencies of the

current theoretical tools are illustrated. New theoretical

approaches are called for towards the simulation of the

solid-to-solid phase transition in real time and the charac-

terization of heterostructure junction in general.

Keywords Heterophase junction � Stochastic surface

walking method � Photocatalysis � TiO2-B � Anatase �
Rutile

1 Introduction

Heterogeneous catalysts often contain multiple components

with various kinds of junctions. In electro- and photo cata-

lysis, it is generally accepted that the catalytic performance

may be dramatically improved by compiling heterostruc-

tures with different Fermi levels [1–5], where the junction

can tune the electron migration behavior [6–8]. Obviously,

these junctions not only are of mechanical importance to

glue material together but also may play important role in

catalytic conversion. However, due to the complex nature of

the reaction at the solid–solid interface,it is often not pos-

sible to answer even simplest question, ‘‘how do two solid

materials join together’’, which requires the knowledge on

the microscopic structure of the interface. This review fo-

cuses on some recent theoretical progress to determine the

structure and understand the physiochemical properties of

the crystal-to-crystal heterophase junction via the solid–solid

phase transition, one important class of multicomponent

junction in photocatalysis.

Semiconducting photocatalysts as represented by TiO2

have been extensively investigated in the past several decades

[9–12]. Intriguing phenomena related to the mixed TiO2 ox-

ides were observed by many research groups. The anatase/

rutile bilayer film synthesized by Kawahara et al. [1] exhibit

higher photocatalytic activity for CH3CHO oxidation relative

to the individual components. Zhang et al. [13] also found that

the anatase/rutile mixed TiO2 synthesized by impregnation

are four times more active than pure rutile for water photo-

catalytic splitting. Similarly, TiO2-B/anatase mixed oxide
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synthesized by wet chemical condition also boosts the pho-

toactivity in degradation of dye. [14]Whilemixed phase TiO2

oxides are practically utilized and are generally more active

than single-crystal oxide in photocatalysis, it is not until recent

years that the presence of phase junctions is recognized as a

main cause.

The phase junction not only can improve the ability of

solar energy harvesting but also facilitate the subsequent

chemical reactions, e.g. those related to pollutant decom-

position. Because the structurally disordered interface with

the stacking faults or dislocations can trap photo-generated

charges [14] and not beneficial in photocatalysis, it is a

general concern on how to synthesize high quality, struc-

turally ordered interface at the atomic level. Experimen-

tally, the heterostructure materials can be prepared via

different approaches, including the partial solid-to-solid

phase transition, the colloidal seed-growth [15–18] and

chemical vapor deposition second-growth [19, 20]. Among

them, the partial solid-to-solid phase is technically simple

and widely used for synthesizing mixed phase photo-

catalysts, but it is also more difficult to control the structure

of the junction.

For its importance, intensive researches have been de-

voted to resolve the microscopic structure of the hetero-

phase junction and to understand the solid–solid phase

transition mechanism in the past decades. New ex-

perimental techniques have been applied to characterize the

interface structure, including in situ heat TEM [21–24],

in situ X-ray diffraction [25–27] and in situ Raman spec-

trum [28, 29]. In addition, recent years have also seen the

efforts using computational simulations to optimize the

solid–solid interface. From a theoretical point of view, the

main bottleneck in simulation is to capture the atomic

movement at the interface, where the reaction barrier is

generally too high to overcome by using conventional

molecular dynamics [30–32] method. The simulation time

needs to be extremely long in order to identify the most

stable interface. To enhance the structure search ability,

new theoretical methods, such as basin-hopping method

[33], genetic algorithm [34], metadynamics [35–37],

stochastic surface walking (SSW) method [38–40] have

been developed and utilized to study the interfacial struc-

ture and the solid phase transition mechanism.

The purpose of the article is to provide our latest theo-

retical thinking in this emerging field and motivate further

scientific research. We will introduce our recently devel-

oped SSW pathway sampling method for solid-to-solid

phase transition and present the procedure for finding

stable interface structures. Two TiO2 examples analyzed

using the current theoretical methods are provided, where

the structures of heterophase junctions have been studied

extensively in literatures. These systems are important in

photocatalysis and have been extensively studied in

experiment. The theoretical results are thus discussed in the

context with experimental findings.

2 Theoretical Methods for Identifying Coherent
Heterophase Junction

2.1 SSW Pathway Sampling for Solid–Solid Phase

Transition

SSW method is targeted for automated potential energy

surface (PES) exploration of many-atom system [38–40]. It

can be utilized to identify unexpected new structures, in-

cluding clusters and crystals, and at the mean time to

collect the reaction pathways leading to them. This is at-

tributed to the fact that SSW PES searching involves

generally small displacement on atoms, and thus the

pathway information is maintained from one minimum to

another. The method is originally developed for aperiodic

systems, i.e. molecules and clusters, and is recently ex-

tended to crystal systems by coupling the degrees of free-

dom of lattice with those of atom. The method has been

successfully utilized for predicting the structure of finite

clusters with complex PES, such as C100 fullerene, and the

detail of the algorithm can be found previously. [38–40]

Here we briefly outline the central idea of the SSW method

and an illustration of the SSW method in 1-D PES is shown

in Fig. 1a.

The SSW algorithm [38–40] features with an automated

climbing mechanism to manipulate a structure configura-

tion from a minimum to a high energy configuration along

one random direction. The idea of the climbing is inherited

Fig. 1 a The illustration of the SSW method in 1-D PES (Copyright

from RSC [40] ); b The illustration of homogenous crystal phase

transition. The phase transition can be divided into two steps: (i) the

lattice rotation; and (ii) the lattice deformation
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from the bias-potential driven constrained-Broyden-dimer

(BP-CBD) method for TS location [41], which is designed

to enable the method to overcome the high barrier en-

countered in chemical reactions. Specifically, in one par-

ticular SSW step (Fig. 1a), labeled as i, a modified PES

Vm-to-n (n is the index of the bias potential, n = 1,2,���H), as
shown in Eq. 1, is utilized for moving from the current

minimum, Ri
m to a high energy configuration Ri

H (the

climbing), in which a series of bias Gaussian potential vn is

added one by one consecutively along the direction Ni
n.

Vm�to�H ¼ Vreal þ
XH

n¼1

vn ¼ Vreal þ
XH

n¼1

wn

� exp � Rt � Rn�1
t

� �
� Nn�1

i

� �2.
2� ds2
� �h i ð1Þ

where R is the coordination vector of the structure and Vreal

represents the unmodified PES; Rt
n are the nth local minima

along the movement trajectory on the modified PES that is

created after adding n Gaussian functions (see Fig. 1a).

The Gaussian function is controlled by its height w and its

width ds, and is always added along one particular walking

direction as defined by Nn. Once the Ri
H is reached, all bias

potential are removed and the local optimization is per-

formed to quench the structure to a new minimum.

The SSW method can also be utilized for reaction path-

way sampling. Take the crystal phase transition as the ex-

ample [40], the purpose of SSW crystal pathway sampling is

to establish a one-to-one correspondence for lattice (Lt,

t = a, b, c, being three lattice vectors) and atom (qi,

i = 1,…3N, N is the number of atom in cell) from one phase

to another (see Fig. 1b). The one-to-one correspondence of

two phases (P1 and P2) can be simply summarized as the

orientation relation (OR), which include a pair of parallel

crystallography planes (hkl)P1//(hkl)P2 that attach with each

other at the junction and a pair of parallel directions

[uvw]P1//[uvw]P2. The lattice here does not necessarily refer

to the conventional Bravais lattice but can be any possible

set of lattice that describe the same crystal phase. Using such

a pair of coordinates, QIS(L,q) and QFS(L,q) (IS and FS are

the initial and the final states), it is then possible to utilize

double-ended transition state (TS) searching method to

identify the reaction pathway and the TS. This approach for

studying solid phase transition is different from the tradi-

tional Landau-type theory where the lattice correspondence

needs to be assumed. Three steps are involved for finding

the lowest energy pathway, as described below briefly.

2.1.1 Pathway Collection

In SSW pathway sampling, firstly, we start from one single

phase (starting phase), and utilize the SSWmethod to explore

all the likely phases nearby the phase. A structure selection

module is utilized to decide whether to accept/refuse once a

new minimum is reached. If the new phase different from the

startingphase is identifiedby theSSWcrystalmethod [40],we

record/output the IS (i.e. starting phase) and the FS (a new

phase) of the current SSW step. Then, the programwill return

back to the IS by rejecting the new minimum to continue the

phase exploration; On the other hand, if the new minimum

identified by SSW is still the starting phase (e.g. the same

symmetry but a permutation isomer with varied lattice), the

programwill accept the new isomeric phase and start thephase

exploration from this phase. We repeat this procedure until a

certain number of IS/FS pairs are reached.

2.1.2 Pathway Screening

Secondly, we utilize the variable-cell double-ended surface

walking (DESW) method [42] to establish the pseu-

dopathway connecting IS to FS for all IS/FS pairs [41, 43].

The approximate barrier is obtained according to DESW

pseudopathway, where the maximum energy point along

the pathway is generally a good estimate for the true TS

[42]. By sorting the approximate barrier height, we can

obtain the candidates for lowest energy pathways.

2.1.3 Lowest Energy Pathway Determination

Thirdly, the candidate lowest energy pathways are selected to

locate exactly the true TS by using DESWTS-search method

[42]. By sorting the exact barrier calculated, the energy dif-

ference between the TS and the IS, the lowest energy path-

ways can be finally obtained. All the lowest energy pathways

will be further confirmed by extrapolating TS towards IS and

FS, and the TSs need to be validated by phonon spectrum

calculation, showing one and only one imaginary mode.

2.2 The Orientation Relation and Coherent

Interface

The lowest energy pathways determine the lattice and atom

correspondence between two connecting phases. In order to

identify the coherent interface between two phases, we can

utilize the finite strain theory to analyze the strain for different

crystallography plane pairs. Once several low strain candidate

plane pairs are obtained, we further use the first principles

calculations to build the interface and compute the interfacial

energy. This procedure is outlined below in detail.

2.2.1 Step1: Determine Strain Invariant Planes

With the lattice correspondence between two crystals, we

can first use the classical phenomenological theory of

martensitic crystallography (PTMC) [44–50] that is based

on finite strain theory to determine the invariant line strain,

the possible habit planes and ORs.
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2.2.1.1 Determine the Principal Axes of the Phase Trans-

formation Let define two lattices as T and M, both

(3 9 3) matrix of lattice (see Fig. 1b). A deformation

gradient F matrix transforms an initial lattice T to a final

lattice M, as

FT ¼ RBT ¼ M ð2Þ
F ¼ RB ð3Þ

where R is a rigid-body rotation matrix and B is a lattice

deformation matrix, representing the generalized Bain de-

formation. In PTMC, F is also known as a homogeneous

invariant line strain.

The Gauchy-Green deformation tensor is

C ¼ FTF ¼ TT
� ��1

MTMT�1 ð4Þ

C is rotational invariant. The principal axes are the

eigenvectors (ei, i = 1, 2, 3) of the Gauchy-Green defor-

mation tensor

Cei ¼ liei ð5Þ

The strain energy of the lattice deformation is defined the

sum of three eigenvalues, li

I ¼ trðFTFÞ ¼ l1 þ l2 þ l3 ð6Þ

Similarly, for the interface, a two-dimensional problem, we

can define the strain energy as

S ¼ l1 þ l2 ð7Þ

where l1 and l2 are the eigenvalues measuring the strain

along the principal axis of the interfacial plane.

2.2.1.2 Determine the Strain Invariant Lines (SIL) and

Strain Invariant Planes (SIP) For Martensitic phase

transition, three eigenvalues of matrix C could not be all

larger than one or all smaller than 1 and in general l2
should be quite close to unity:

l1\ 1; l2 [ 1; l3 [ 1; or l1\ 1; l2\ 1; l3 [ 1
l3 [ l2 [ l1ð Þ ð8Þ

Using three eigenvectors e as the basis, we need to de-

termine the strain invariant lines on a corn surrounding the

maximum or the smallest ei. This is equivalent to find the

fractional coordinate (a, b, c) satisfying the following two

equations.

a2 þ b2 þ c2 ¼ 1 ð9Þ

a2l1 þ b2l2 þ c2l3 ¼ 1 ð10Þ

While there are in principle infinite number of solutions

for (a, b, c), the problem can be simplified by identifying

the strain invariant lines on the plane defined by the largest

and the smallest eigenvectors, e1 and e3., i.e. by setting

b = 0. These strain invariant lines can thus be solved as

sil1 ¼ ae1 þ ce3 and sil2 ¼ ae1�ce3 ð11Þ

Using a sil vector and another untitled line, e.g. the

principal axes e normal to sil, it is possible to construct the

so-called strain invariant (minimum) plane, the habit plane.

All lines on habit plane are unrotated, which should contain

a strain invariant line and also an untitled line. These lines

and their angle are unchanged under the rigid-body rotation

and the lattice deformation. The habit plane normal sip, a

unit vector, can be solved using

sipk ¼ sili � ej ð12Þ

Fsipk ¼ RBsipk ¼ sipk ð13Þ

2.2.2 Step 2: Determine the Crystal Planes with Minimum

Strain and Minimum Atomic Movement

The sipi above considers only the lattice strain between two

connecting phases. In order to identify the most likely

crystallography planes for the phase junction, we need to

go beyond PTMC by taking into account the magnitude of

atomic movement in the phase transition. For diffusionless

Martensitic phase transition, it is important that the atoms

at the phase junction are closely matched and thus the

atomic displacement needs to be as small as possible from

one phase to another.

Based on the atom correspondence from the pathway,

we can search for the crystal plane with minimum strain

and minimum atomic movement.

a. The minimum strain condition is first utilized to screen

the crystal Miller planes by minimizing the dihedral

angle between the possible crystal plane ((hkl) with h,

k, l being integer number) and the sipi..

b. The atomic movement can be calculated by summing

the displacement of each atom from initial to the final

phase while projecting out those due to rigid-body

rotation. The atomic movement is composed of two

types of movement, parallel to the crystal plane (hkl)

and perpendicular to the plane. For Martensitic phase

transition, the phase transition is achieved often via

slipping or twinning and thus the atomic movement

needs to be dominated by those parallel to the habit

plane.

2.2.3 Step 3: Identify the Atomic Habit Plane (Interface)

Finally, we utilize the determined possible atomic habit

planes to establish the interface between two phases. With

Top Catal (2015) 58:644–654 647

123



the biphase lattice structure established, first principles

geometry optimization calculations are performed to relax

the interface and the interfacial energy cint can be com-

puted using the following equation,

cint ¼ E biphaseð Þ�RiniEi pure phaseð Þ½ �=2A ð14Þ

where E (biphase) is the total energy of the biphase crystal,

Ei(pure phase) is the energy of pure phase, ni is number of

formula units of the different phase components in the

biphase and A is the surface area of the interface. Obvi-

ously, the lower cint (in general\1 J/m2) is, the more stable

the interface will be. An atomic habit plane should exhibit

a coherent interface between two phases, i.e. with the

lowest interfacial energy.

3 Examples of Phase Junction

3.1 TiO2-B/Anatase Interface

Titania is one of the most widely used photocatalysts. It has

a number of phases, including rutile (P42/mnm, #136),

anatase (I41/amd, #141), brookite (Pbca, #61) and TiO2-B

(C2/M, #12) crystal phases. TiO2-B is a metastable phase

and can transit to anatase by heating. This enables the

fabrication of TiO2-B/anatase phase junction by partial

phase transition at the high temperature. As the photo-

catalyst for water splitting and pollutant control, TiO2-B

based systems have been studied by many research groups.

[7, 51–57] It was reported that the presence of TiO2-B/

anatase phase junction in the nanofiber can dramatically

increase the photoactivity of the catalyst. [54] For example,

a bi-crystal mixture phase TiO2 nanoparticles containing

major anatase and minor TiO2-B exhibits higher photoac-

tivity than the commercial P25 for the degradation of sul-

forhodamine B. [14] The performance of water splitting on

Pt/mesoporous TiO2-B/anatase composite is much better

than both bare and Pt-loaded P25. [53]

The mechanism and the OR of TiO2-B to anatase phase

transition were debated in literatures [7, 14, 51–57]. Two

representative ORs suggested recently based on HRTEM

observations are [010]A//[010]B, [001]A//[100]B reported

by Li et al. [52] ([uvw] represents the real space vector),

and [010]A//[010]B (001)A//(100)B suggested by Yang et al.

[14] (see Fig. 2). However, the atomic model for the in-

terface constructed according to these assignments cannot

maintain the octahedron unit of Ti ions with either too

close contact between Ti ions or O ions and thus the pro-

posed interface atomic structure are energetically unfa-

vorable. Apparently, this is not consistent with the high

photoactivity of TiO2-B/anatase biphase crystal.

Recently, we utilized SSW pathway sampling to the

lowest pathway from TiO2-B to anatase [58]. As shown in

Fig. 3, the lowest energy pathway is a one-step reaction

with a barrier of only 0.12 eV per TiO2 unit. The other

transition pathways leaving TiO2-B phase are energetically

much higher. It can be identified that the atomic habit

planes of the phase transition (blue dotted line, Fig. 3) is

TiO2-B (-201) and anatase (103). The OR of TiO2-B/ana-

tase transition is thus written as (-201)B//(103)A, [010]B//

[010]A. According to the OR, the phase junction can be

constructed by attaching (-201)B with (103)A, also shown

in Fig. 3.

The theoretical OR for the phase transition was proved

by HRTEM observation of the TiO2-B/anatase bicrystalline

material. [58, 59] By rotating the zone axis in HRTEM, we

have measured the dihedral angles for a set of surface

planes, which can be compared with the theoretical pre-

dicted values (Table 1). The agreement between theory and

experiment is good, indicating that the lowest energy

pathway from SSW pathway sampling is followed in the

phase transition. The phase transition is proposed to initiate

from (-201)B surface and propagate layer-by-layer along

the [-10-2]B direction into the bulk. The calculated barrier

for forming the first layer anatase is 0.49 eV per p(1x1) cell

from DFT and the overall barrier to form two layers of

anatase is slightly higher, being 0.58 eV. Based on the

results, it was concluded that the TiO2-B/anatase phase

junction can be regarded as a perfect phase junction that

lacks of the common stacking faults or dislocation defects,

those otherwise are commonly present during the growth

and packing of crystals [60].

Figure 4 shows the calculated electronic structure of a

mixed phase TiO2-B/anatase in a superlattice constructed

using the OR presented above, which exhibits spatially

separated valence band maximum (VMB) and conduction

band minimum (CBM). The VBM where the photogener-

ated hole resides is dominantly accumulated on the TiO2-B

side, while the CBM where the photogenerated electron

stays is mainly populated on the anatase side. The presence

of the ordered phase junction can affect largely the photo-

generated electron/hole migration in the catalysts: the hole

will prefer TiO2-B phase while the electron goes oppositely

towards anatase from the band alignment in Fig. 4 (middle).

The knowledge on the phase junction helps to understand

the experimental finding that the photoactivity of the mixed

phase nanofibers is superior to the pure phase, as also shown

in Fig. 4 (right). Apparently, the structurally ordered inter-

face between two phases can significantly reduce the pos-

sibility of the electron–hole pair recombination and thus

increase the quantum efficiency of photocatalysts.

3.2 Anatase/Rutile

Anatase and rutile are two most common phases of TiO2

and widely utilized as photocatalysts. Anatase is more

648 Top Catal (2015) 58:644–654
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stable as nanoparticles due to the favored surface energies,

while rutile is more stable as the bulk phase. The conver-

sion of the two phases has been widely exploited in ex-

periment for synthesizing different morphology TiO2 [61]

and of great importance in application, in particular, for the

photocatalytic water splitting [62–66]. It is known since

1990s that the anatase/rutile mixed phase nanocrystal

samples as represented by the commercial P25 catalysts

outperform the individual polymorphs.

The phase transition kinetics from anatase to rutile has

been studied in detail in experiment by Banfield group [6,

67–71] and Li group [72, 73]. Although different kinetic

model were proposed, it is the consensus that the phase

transition initiates from anatase particles at the temperature

of *835 K. However, the atomic-level mechanism re-

mains uncertain. A number of possible mechanisms have

been proposed in literatures, differing by the intermediate

state during phase transition, via e.g. brookite [60, 67],

TiO2-II [74–78], amorphous phase [79], or without inter-

mediate [80]. The HRTEM image of anatase/rutile junction

fabricated by the second growth approach was reported

(see Fig. 5a), which showed that the contact area between

rutile and anatase is limited (non-wetting behavior), indi-

cating a large strain developed at the interface. [13] The

phase junction could also act as the anchoring site for the

growth of metal nanoparticles [81] (see Fig. 5b).

Theoretically, several groups have constructed the

structure of the direct anatase/rutile phase junction based

on molecular dynamics simulations or straightforward ge-

ometry optimization. Ju et al. [4] utilized (101)A and

(111)R as the junction planes, where anatase (101)

p(1 9 3) (5.44 Å 9 11.3 Å with / = 110.3�) matches

with rutile (111) p(1 9 2) (5.46 Å 9 10.9 Å with /
= 107�). Xia et al. [82] considered (101)R and (001)A pair

as the junction planes to build the biphase crystal and used

the model to explain the preferential heating of anatase

phase. Using force field calculations, Deskins et al. [83]

identified several interface structure models that are ener-

getically likely, including (110)R//(101)A and (100)R//

(100)A. But, these optimized structures are generally rather

disordered at the interfacial layers (*4 Å) due to the large

strain at the junction, which implies that the electron/hole

transport through the interface is frustrated.

Using the SSW pathway sampling method, we recently

identified the lowest phase transition pathway between

anatase and rutile crystals (using 12-atom supercell). [40]

Unexpectedly, a high-pressure phase TiO2-II (a-PbO2-like

form) is found to be the intermediate between rutile and

Fig. 2 Images of the TiO2-B/anatase: a TEM images, b HRTEM image, c inverse fast Fourier transition (IFFT) image of the selected area, and

d schematic atomic arrangement of the interface TiO2-B/anatase (Copyright from ACS [14])
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anatase. The lowest energy pathway suggests a crystallo-

graphic correspondence between the three phases, i.e. rutile

(101) plane being parallel with TiO2-II (001), (101)R//

(001)II, and anatase(112) being parallel with TiO2-II (100),

(100)II//(112)A. [40] This finding is consistent with known

experimental results on the appearance of TiO2-II phase

during the anatase to rutile transformation under high

pressure synthetic conditions. [84]

Based on the knowledge from SSW sampling pathways,

we selected anatase(112), TiO2-II(100) and and TiO2-

II(001) rutile(101) as the main candidates for the interfacial

planes constituting the phase junction, since these crystal-

lography planes dominate the OR in the lowest energy

pathways. In Table 2, we compared our junction models

with previously studied models, both the direct two-phase

junction and the indirect three-phase junction. The inter-

facial strain energy S and interfacial energy cint can be

computed by using Eqs. 7 and 14 in the previous section,

respectively. [85]

We found that the strain energy S for OR I, the direct

interface (101)R and (112)A is among the smallest, i.e.,

2.37, for the direct interface models (the equivalent density

condition of two phases is enforced in searching for the

best matched interface). More importantly, we found that

Fig. 3 (Top panel) DFT lowest

energy transition pathway from

TiO2-B to anatase bulk crystal

(structures viewed down from

b axis). The blue lines indicate

the habit plane of the phase

transition. (Bottom panel) The

atomic structure of the TiO2-B/

anatase phase junction with OR

(-201)B//(103)A; [010]B//[010]A
as predicted from theory. From

left to the right are the top-views

of (103)A and (-201)B, and two

side-views of the junction

showing the (100)B together with

(001)A (theoretical dihedral

angle 11.0 degrees), and (010)B//

(010)A. Ti grey balls, O red balls.

(Copy right from ACS, Ref.

[58])

Table 1 The dihedral angles between the crystallographic planes of

two phases measured by experiment and predicted by theory. [58]

TiO2-B Anatase Experiment (±1�) Theory (�)

(020) (020) 0 0.0

(-201) (103) 0 0.0

(-110) (011) 6 5.3

(310) (004) 48 47.0

(100) (020) 90 90.0

(020) (004) 90 90.0

(31–2) (1-12) 179 179.3

650 Top Catal (2015) 58:644–654
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by introducing the intermediate TiO2-II phase, thus the

indirect junction, the strain energy at the interface can be

reduced down to 2.01 and 2.18 for rutile/TiO2-II and

anatase/TiO2-II interface in OR V and VI, respectively.

These OR pairs are indeed those obtained from lowest

energy pathways in SSW pathway sampling. The proce-

dure to construct these phase junction structures are illus-

trated in Fig. 6. Based on these biphase crystal models, the

electron/hole migration behavior could then be investigated

using electronic structure calculations, which could provide

deeper understandings into the photocatalysis on multiple

component materials.

Figure 7 shows the calculated electronic structure for

the anatase/TiO2-II and rutile/TiO2-II superlattices, where

the wave function at the CBM and VBM are plotted. For

anatase/TiO2-II, the VBM mainly locates at the TiO2-II

side around the lattice O sites, while the CBM is distributed

at the anatase side around the lattice Ti sites. By contrast,

for rutile/TiO2-II, both VBM and CBM mainly locate in the

rutile phase. These indicate that the anatase/TiO2-II phase

junction is more important for enhancing charge separation

in photocatalysis. Overall, the electronic structure of the

phase junctions are sensitive to the local geometrical

structure. In order to provide deep understanding for the

photocatalytic activity of mixed phase catalysts, it is cri-

tical to determine the local interfacial structure and align

the band levels between different phases.

4 Concluding Remarks

Solid-to-solid phase transition is an important phenomenon

in nature and has been exploited in photocatalysis for

synthesizing active photocatalysts. In the past years, thanks

to the advance in theoretical methods, the understanding on

the mechanism of phase transition has reached to the

atomic level. The preceding sections serve to highlight the

methodology development for characterizing the phase

junction structure based on SSW pathway sampling

method, the insights into the phase transition mechanism

and the structure of the phase junction in two TiO2

examples.

Fig. 4 The electronic structure of TiO2-B/anatase and its photocat-

alytic activity. (Left) The structure and wave function of a superlattice

biphase crystal, containing half–half TiO2-B/anatase phases, showing

the spatially well separated valence band maximum (Left-middle) and

the conduction band minimum (Left-bottom). The dotted line

indicates the interface. The isosurface density value of the plots is

0.02 e/bohr3. (Middle) The scheme for the band alignment between

TiO2-B (grey color) and anatase (green color) at the phase junction.

(Copy right from ACS, Ref. [58] ) (Right) Photocatalytic decompo-

sition of SRB with different fibril TiO2 photocatalysts under UV

irradiation (Copyright from ACS, Ref. [14]), showing the mixed

TiO2-B/anatase phase photocatalyst can be much more active than

single phase photocatalysts

Fig. 5 HRTEM images of anatase/rutile interface from literatures. a The phase junction synthesized using second growth method (Copyright

from Wiley [13]); b Au particles on anatase/rutile (P25) interface (Copyright from ACS [81])
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The SSW pathway sampling for crystal can reveal the

solid-to-solid transition pathways and thus provide impor-

tant insights into the connectivity of the crystal phases on

the PES. With the explicitly located TSs and computed

energy barriers, it would be possible to utilize the con-

ventional TS theory to understand the solid-to-solid phase

transition mechanism. Three basic types of phase transition

could be conceived from the pathways at the atomic level.

For Type-I, the phase transition should propagate mainly

along one and only one direction (e.g. defined by a habit

plane). The phase transition is characterized by a single

low energy pathway and a low energy interface. By this

way, the formed phase junction can be atomically sharp,

e.g. being built of two particular sets of epitaxial joined

planes of two component phases. For Type-II, the phase

transition propagates along more than one direction due to

the presence of energy degenerate phase transition chan-

nels. For Type-III, the phase transition involves an inter-

mediate phase and the transition propagates along more

than one direction. In both Type-II and Type-III phase

transition, the accumulated stress at the fronts of phase

boundaries could yield large deformation at the phase

junction and thus they are less likely to produce atomically

sharp interface. As for the two examples discussed above,

TiO2-B/anatase belongs to Type-I phase junction and

anatase/rutile belongs to the Type-III phase junction.

To date, the applications of SSWcrystal pathway sampling

are limited to the diffusionless, defect-free phase transition

modeled by relatively small bulk unit cell, the results ofwhich

are the homogeneous phase transition pathways starting from

a single crystal phase. However, the phase transition in reality

is much more complex, involving possibly the seeding-

growth, the anisotropic propagation, the defects, the dopant

and complex reaction conditions (e.g. high pressure). In ad-

dition, other types of heterostructure junctions, e.g. those

composing of more than one type of materials, are also not

feasible within the current framework of the SSW crystal

pathway sampling. The large-scale simulation using global

optimization method can in principle to solve the structure of

heterostructure junction containing multiple components.

But, due to the complexity of PES for heterostructure systems,

we expect that the automated brute-force global structure

search based on quantum mechanics calculations is still far

beyond reach even with the rapid increase of computational

power. Instead, new indirect theoretical approaches, such as

the method introduced here for gluing two phases together,

would provide some practical solutions in the future.

Table 2 Models for anatase–rutile phase junction, the computed

strain energy S and the interfacial energies cint. The phase junction is

constructed by joining two phases (P1and P2) according to the OR.

[86]

OR P1 P2 S cint (J/m
2)

a (Å) b (Å) a (Å) b (Å)

Direct model

I 5.38 5.54 5.51 4.65 2.37 0.58

II 5.51 5.51 5.34 3.81 3.83 0.88#

III 5.34 3.81 4.65 4.65 2.49 /

IV 9.68 3.81 6.57 2.97 3.81 /

Indirect model

V 5.51 4.65 5.59 4.60 2.01 0.01

VI 5.59 4.95 5.38 5.54 2.18 0.11

VII 5.59 6.76 5.38 5.54 2.57 /

VIII 5.38 5.54 5.59 4.60 2.35 /

* OR are as follows. I (112)A//(101)R, [1-10]A//[10-1]R; II (111)R//

(101)A, [01-1]R//[010]A; III (101)A//(001)R, [010]A//[010]R; IV
(100)A//(110)R, [001]A//[1-10]R; V (101)R//(001)II, [10-1]R//[100]II;

VI (100)II/(112)A, [010]II//[1-10]A; VII (101)II/(112)A, [10-1]II//[1-

10]A; VIII (112)A/(001)II, [1-10]A//[100]II
# from Ref. [4]

Fig. 6 Construction of biphase phase-junction using OR in Table 2. a Rutile/TiO2-II (OR V) b TiO2-II/anatase (OR VI) and c anatase/rutile (OR
I), Ti grey, O red. [86]
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Obviously, there are plenty room to improve the current the-

oreticalmethods to treat the phase transitionmore realistically

and to determine the atomic structure in between solids in

general.
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