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ABSTRACT: It is of general concern whether the automated
structure prediction of unknown material without recourse to
any knowledge from experiment is ever possible considering
the daunting complexity of potential energy surface (PES) of
material. Here we demonstrate that the stochastic surface
walking (SSW) method can be a general and promising
solution to this ultimate goal, which is applied to assemble
carbon fullerenes containing up to 100 atoms (including 60,
70, 76, 78, 80, 84, 90, 96, and 100 atoms) from randomly
distributed atoms, a long-standing challenge in global
optimization. Combining the SSW method with a parallel
replica exchange algorithm, we can locate the global minima
(GM) of these large fullerenes efficiently without being
trapped in numerous energy-nearly degenerate isomers.
Detailed analyses on the SSW trajectories allow us to
rationalize how and why the SSW method is able to explore
the highly complex PES, which highlights the abilities of SSW method for surmounting the high barrier and the preference of
SSW trajectories to the low energy pathways. The work demonstrates that the parallel SSW method is a practical tool for
predicting unknown materials.

1. INTRODUCTION

One ultimate goal of computational simulation is to design
useful materials that are not yet discovered in experiment and
the structure prediction is an essential step for revealing the
chemical and physical properties of the new material.
Unfortunately, due to the complexity of the potential energy
surface (PES) of material, the structure prediction from scratch,
i.e. with only limited information such as the number of atoms
and the chemical formula, remains highly challenging and the
experimental trial-and-error approach is still the dominant
theme for material discovery. The difficulty in theory can be
exemplified using covalently bonded carbon materials that have
complex PES with three representative features, as illustrated in
Figure 1a, namely, the high barrier of transformation, the
limited/specific reaction channels between isomers (due to the
local and directional bonding), and the large dimensionality of
degrees of freedom. The C60 fullerene was first synthesized in
the 1980s,1 and after that, it became a testing ground for new
theoretical methods that aim to predict the GM of unknown
materials.2−7 To date, the unbiased search of large carbon
structures (>60 atoms) remains to be a grand challenge for
theory7 and new general-purpose global optimization methods
are highly desirable for solving such complex systems to
facilitate large-scale computational material design.

Soon after the C60 fullerene structure was reported, the
theoretical method using simulated annealing (SA) molecular
dynamics (MD) has been tested to identify the fullerene
structure from random atoms. The SA method8 mimics the
material evolution in nature to find the low energy structures
via repeated temperature elevation and subsequent quenching
in MD. However, the complexity of the carbon−carbon
potential disallows a satisfactory sampling of the PES using
the SA method alone, and only with additional constraints (e.g.,
with a spherical shape) can the result be reasonable for GM
locating.9 An obvious deficiency of SA is the difficulty to
overcome the high barrier (Ea in Figure 1a) that requires to
break the strong carbon−carbon bonds: the search will
inevitably be trapped into numerous metastable local minima.10

Obviously, an ideal algorithm for structure prediction
requires at least the ability to overcome the high barrier of
structural transformation and at the mean time the efficiency
should not be sensitive to the temperature applied, if a
temperature based criterion is ever required in selecting the low
energy structures. The current so-called global optimization
methods, such as the basin-hopping (BH)11−13 and genetic
algorithm (GA)14−17 have these essential features, achieved by
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transforming the original PES via aggressive (random)
structural deformation (in BH) or the structural crossover/
mutation (in GA). They can be generally categorized as surface
hopping methods by maximally bypassing the transition region
between minima. Indeed, the first successful prediction of C60
fullerene from random structures was achieved by using the
genetic algorithm (GA) in 1995.15 In general, the one-go large
structural change required to bypass the high-energy transition
region is often detrimental for the PES exploration of systems
with local bonding, where the desired reaction channels are
limited. In fact, this problem arises from the lack of the pathway
selection in the above-mentioned GM searching methods
where the low energy pathways are not preferred in structural
transformation. Consequently, cleverly designed strategies (e.g.,
additional constraints, special rules in crossover/mutation) are
required to treat covalent bonding molecular systems to
maintain the preferred bonding motifs. A detailed account of
these methods can be found in literature such as ref 13. By
overcoming the shortcomings of these surface hopping
approaches, we recently developed a general-purpose unbiased
PES searching method, namely stochastic surface walking
(SSW) method, and applied this method for predicting the
structure of the model systems, including Lennard-Jones
clusters and short-ranged Morse clusters starting from random
structures. One key feature of the SSW method is that the
pathway linking the minima is present in the searching
trajectory and the low energy pathways are implicitly preferred
during the SSW searching.
In this work, we investigate the performance of the SSW

method in large realistic systems by applying it to predict the
GM of carbon clusters up to 100 atoms starting from random
initial structure. In addition to their wide applications, the
carbon fullerenes are also ideal testing system of global
optimization since the GMs of them can be known a priori

according to the isolated pentagon rule (IPR, i.e. the pentagon
is surrounded by hexagons)18 and thus serve as the natural
criterion for the convergence of global optimization.
By combing SSW method with a replica exchange parallel

algorithm, we assemble successfully the large fullerenes from
atoms without using a priori knowledge of the systems. The
results outline the key challenges facing for PES searching in
real material world, in which the PES can be orders of
magnitude more complex than those of Lennard-Jones or
Morse model systems. Using C20 system, we rationalize how
SSW method works in complex PES that is controlled by three
SSW parameters. From our results showing that the parallel
replica exchange with SSW can expedite the PES searching
significantly, we believe that the large scale computational
material design is now likely, particularly with reliable empirical
reactive potential.

2. METHODS
Carbon−Carbon Interaction Potential. The empirical

bond-order type potential, namely Brenner potential19 as
implemented in the GULP package,20−22 was utilized routinely
in all the simulations. The previous work has shown that this
potential can reproduce the bulk properties of diamond and
graphite23 as well as small fullerene molecules.24,25 To verify the
empirical Brenner potential for a whole PES exploration, we
also utilized the self-consistent-charge density functional-based
tight binding as implemented in dftb+ (mio parameters)26,27 in
combination with SSW method for searching GM of selected
carbon clusters up to C60. Starting from random structures, the
correct C60 GM can be obtained within 500 SSW steps in a
parallel run with 20 replicas (see below for explanation), the
efficiency of which is similar to that using the empirical
potential, indicating that the empirical potential is capable to
describe the complexity of the PES of carbon systems.

SSW Method. The SSW method has been documented in
detail in our recent publication28 and an illustrative scheme of
the overall algorithm can be found in Figure 1b. For
completeness, here we briefly introduce the essence of the
method. Originating from the bias-potential driven constrained
Broyden dimer (BP-CBD) method29 for transition state (TS)
searching of complex catalytic systems,30−32 the SSW method is
based on the idea of bias-potential-driven dynamics33 and
Metropolis Monte Carlo (MC)34 targeting for a rapid PES
exploration. The SSW manipulates smoothly the structural
configuration on PES from one minimum to another by adding
bias potentials (eq 1) and relies on the Metropolis MC to
accept or refuse each move (eq 2, P is the acceptance
probability). The bias potentials are utilized to surmount the
barrier along the pathway. The PES exploration using the SSW
method is fully automated and does not need a priori
knowledge on the system such as the structure motif (e.g.,
bonding patterns, symmetry) of material. The minimum
structures, both local and global, can be obtained from SSW
searching trajectories, and the information on the reaction
pathways connecting minima is also preserved.
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Figure 1. (a) Diagram illustrating the challenges for exploring complex
PESs, where (i) a high overall barrier (Ea

overall) and a large spatial
separation (d) are present between two minima; (ii) the limited
reaction channels for the interconversion (along the N direction); and
(iii) the large dimensionality as reflected by the numerous energy
wells. (b) Scheme showing one SSW step from one minimum (R0) to
another (Ri

mt).
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In one SSW step, i.e. from one minimum to another
(denoted using subscript i), the potential is divided into two
parts: (i) from the minimum Ri

m to a high energy configuration
Ri
NG (see eq 1), where the potential is modified by adding

consecutively the bias Gaussian potentials (Vm‑to‑H); and (ii)
from Ri

NG to a second minimum Ri
mt where all bias potentials

are removed and only real potential (Vreal) remains. Each
Gaussian potential is added along a direction Ni

n (eq 1) that is
randomly generated and refined by constrained Broyden dimer
rotation with bias potential,29,35 where the superscript n is the
index for the current Gaussian potential. Simply speaking, the
random mode Ni

n combines two parts, one with global
movement and one with local movement, the contribution of
each is determined by a random coefficient λ (see eq 1 of ref
28). The local movement is a bond formation mode between
two randomly selected atoms shown in eq 2 of ref 28. As
depicted in Figure 1b (green line), the local relaxation is
repeatedly performed to relax the forces perpendicular to the
Ni

n direction right after each Gaussian is added. These local
relaxations, although increasing the computational demanding
per SSW step, disallow too high energy states along a walking
path and thus increases the overall probability to locate low
energy configurations.
The SSW method has three important parameters, namely,

the Gaussian width ds, the total number of Gaussians (NG)
added per SSW step, the temperature utilized in Metropolis
MC (T, in eq 2). As shown in Figure 1b, ds determines the
magnitude per structural perturbation. Our previous test on
model systems show that a sensible value of ds is 0.2−0.6 Å,
being about 10−40% of typical chemical bond length; NG
dictates the overall walking distance of one SSW step and its
typical value is 9−15, corresponding to a displacement of ∼5 Å
(NG times ds) per SSW step. From eq 2, T in Metropolis MC
controls the acceptance rate for new minima, which should be
neither too high nor too low in order to explore PES rapidly
and locate the low energy structures. In section 3.4, we will
analyze how these parameters affect the overall efficiency of
PES exploration in the complex systems.
Parallel Replica Exchange Implementation. One major

bottleneck of SSW method is the identification of the right
mode direction that can lead to the occurrence of the reaction
toward better energy configurations. With the random mode
generation procedure,28 this unbiased approach can be time-
consuming particularly for large systems with many degrees of
freedom. To overcome this problem, in this work we
implemented a parallel version of the SSW method learning
from the parallel tempering technique of MC/MD36−38 to
speed up the PES exploration. The purpose is to allow the
exchange of the structural configurations among different
replicas according to the Metropolis criterion as eq 2.
Specifically, the higher energy replica will have a chance to
adopt a lower energy configuration identified by the other
replica during the simulation. This can lead to the accumulation
of random walkers (replicas) at the lower energy regions and
thus the PES there is explored more rapidly.
In practice, we define N (e.g., N ≥ 10) copies for one parallel

run, each replica starting from a different random structure.
During the run, a local-best and a global-best structure are

updated to keep the best configurations in each replica and
among all replica, respectively. When an exchange is performed
at a predefined exchange frequency (e.g., every 10 SSW steps)
by trading the local-best structure of the current replica with
the global-best structure according to the Metropolis criterion
(the exchange temperature is kept as the same as the T of SSW
steps), the following two possible actions are taken: (i) if the
local-best structure is replaced by the global-best structure, the
replica resumes from the global-best configuration and
meanwhile its SSW parameters (NG and T) will be updated
to a set of new values; and (ii) if the global-best structure is
replaced by the local-best structure, the SSW parameters (NG
and T) of this replica are reset to the input values (NGinp and
Tinp). In the implementation, we define the ranges for NG and
T values according to NGinp and Tinp, which are (NGinp, NGinp
+ 5) for NG, and (Tinp, 5Tinp) for T, and the new set of
parameters is randomly picked within these ranges. By this way,
the replicas that have adopted the same global-best structure
will have different surface walking behavior (different NG and
T), which enhances the probability to find lower energy
structures nearby.

3. RESULTS

3.1. PES of Fullerene Isomerization. To assemble
individual carbon atoms to stable carbon fullerenes, it is
expected that the finding of the correct fullerene structures
among numerous spherical isomers at the final stage would be
the most challenging task since the initial agglomeration of
carbon atoms to condensed cluster should be highly exothermic
and thus occur rapidly.39 To this end, we have analyzed the so-
called Stone−Wales or “pyracylene” rearrangement, which is
the 90° rotation of two carbon atoms with respect to the
midpoint of the bond on C60 fullerene.

40−42 The Stone−Wales
rearrangement occurs commonly in the structural change of
sp2-bonded carbon nanosystems and the fusion process of
fullerenes or carbon nanotubes may occur through a sequence
of such a rearrangement. Therefore, in order to provide an
overview on the corrugated PES of carbon clusters, we first
determined the reaction pathway of the Stone−Wales
rearrangement by using the BP-CBD method29 and the
reaction profile is shown in Figure 2. The purpose of this
preliminary study on the carbon−carbon bond breaking/

Figure 2. Reaction pathway and structures of the Stone-Wales
rearrangement in C60 using Brenner potential,

19 illustrating the highly
corrugated PES in fullerene isomeration. The atoms in blue highlight
the reaction region.
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making reaction is also to validate the Brenner potential for
describing the reaction energy of carbon cluster isomerization.
Figure 2 shows that on going from the initial state (IS), the

second lowest minima (SLM) of C60 that is a fullerene-like
structure with adjacent pentagons, to the final state (FS) that is
the GM of C60, the Stone−Wales rearrangement experiences a
high overall barrier (4.2 eV) and several key states, including
two TSs (TS1, TS2) and one intermediate state (MS). The
atoms involved in the rearrangement have been highlighted by
the light blue color, illustrating the highly local and directional
bonding of carbon: during the reaction process, two σ C−C
bonds break involving only six atoms and the other atoms are
almost intact. This feature implies that the large random
perturbation on the IS structure is unlikely for yielding the FS.
The reaction enthalpy (1.0 eV) and the barrier (4.2 eV) from
Brenner potential compares reasonably well with previous DFT
calculations,43,44 where the rearrangement is found to be
exothermic by ∼1.5 eV (1.5 from LDA, BLYP, PBE and 1.7
from B3LYP) with a barrier of ∼5 eV (4.7 from LDA, BLYP,
5.3 from PBE, and 5.5 from B3LYP).43

The high barrier of Stone−Wales rearrangement indicates
that the PES of carbon clusters is highly corrugated and each of
the isomers forms a deep energy well on the PES. This is the
main reason that MD-based techniques are readily trapped in
the local minima. From microkinetics, an event with a barrier of
4 eV will require a system temperature of about 1500 K to
allow the reaction to occur within a temporal scale of 1 s, which
is already far too long for MD simulations. If a high
temperature (e.g., 4000 K) is applied instead in MD simulation,
although it helps to overcome the barrier within a shorter time
period, the configuration will be driven toward liquid-like
structures by the entropy term at the high temperature. This

problem of the conventional MD approach has been addressed
in the previous investigation,4 which showed that the relaxation
to buckminsterfullerene from high-energy isomers can proceed
by continuous Stone−Wales rearrangement using a master
equation approach. The local structural arrangement, the high
barrier, and the large dimensionality are therefore three
keywords for the PES of carbon fullerenes, making them a
perfect system for testing seriously the global minimization
algorithm.

3.2. GM Search of C60−C100 Fullerenes. By using the
SSW method, we have searched the GM structure of nine
carbon clusters Cn (n ranges from 60 to 100) starting from
random structures. For each cluster, we both run a number
(Nrun) of independent searches (without the parallel replica
exchange, Nrun ≥ 10) and also conduct a parallel run with a
number of replicas (Nrep). The ds and NG are set as 0.6 and 9,
respectively, for all the searches, and the T in Metropolis MC is
set generally as 3000 K except for the parallel run of C80 system
where T is set as 9000 K. The lowest energy structure obtained
from these runs were then compared with the energy of all the
possible IPR structures reported in Yoshida’s fullerene library,45

which confirmed that the GM of these large carbon fullerenes
have all been identified using the SSW method. Figure 3 shows
our located GM structure of these carbon fullerenes, including
C70, C76, C78, C80, C84, C90, C96, and C100. The statistics for the
GM searching are also listed in Table 1.
In general, the greater the degrees of freedom, the more

complex the PES. For fullerenes, the complexity of the PES can
be viewed simply from the total number of the possible IPR
isomers, NIPR‑t

46 (see Table 1), which increases exponentially
with the increase of the number of atoms.47,48 The Ih symmetry
GM is the only isomer that matches the IPR in C60, and the

Figure 3. GM structures of Cn fullerenes from Brenner potential.

Table 1. Statistics for the GM Searching of C60−C100 Fullerenes Using SSW

w/o exchangea w exchange

Cn EGM/eV NIPR‑i/NIPR‑t Nsucc/Nrun NSSW
b Nave

c Nrep NSSW
b

60 −410.507 1/1 9/10 4397 12354 20 1011
70 −483.177 1/1 4/10 9023 45430 20 1070
76 −527.097 2/2 4/10 19244 23830 20 5730
78 −541.805 3/5 8/10 7003 25174 20 2970
80 −557.124 3/7 1/20 22644 22644 20 14488d

84 −584.989 8/24 6/10 27922 61485 20 2144
90 −628.634 20/46 10/20 74927 140775 20 7680
96 −672.543 51/374 3/20 62887 144597 30 27830
100 −702.310 76/900 0/20 30 19340

aThe allowed maximum number of SSW steps is 105 for C60−C84 and 2 × 105 for C90−C100.
bNSSW is the SSW steps in the shortest trajectory. cNave

is the SSW steps averaged over the successful trajectories. dT is set as 9000 K
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number of IPR isomers increases to 900 in C100. Since the
interconversion between IPR isomers must involves a series of
high-barrier carbon ring shift on the spherical surface, each IPR
isomer can be regarded as a deep energy trap on PES and the
increase of IPR isomer numbers directly leads to the increase of
the difficulty for GM location.
From our results of independent searches (Table 1 data

without exchange), the GM location becomes more and more
challenging on going from C60 to C100 in general and, as
expected, all the carbon clusters exhibit multiple funnel PES
(none of them can achieve 100% success rate within reasonable
steps). For C60, C70, and C78, the GM location is facile with a
relatively high success rate (Nsucc/Nrun in Table 1, over 40% in
10 independent searches) and the SSW steps in the shortest
trajectory is less than 104, denoted as Nssw in Table 1. For C76
and C84, Nssw is about 2 × 104; for C90 and C96, Nssw is more
than 6 × 104 and for C100, all the independent searches cannot
locate the GM within 2 × 105 steps. The SSW steps averaged
over the successful trajectories (Nave) have the similar trend
from the small to the large system but is generally at least two
times more than NSSW.
It is also obvious that the parallel replica exchange can speed

up the GM location: the number of the SSW steps required in
the shortest trajectory (NSSW) decreases by 36−92% when the
replica exchange is conducted. This is particularly beneficial for
large clusters such as C100 where only the parallel run can
identify the GM within 2 × 105 steps.
Among the systems, C80 is special with extremely low success

rate for GM location, 5% (1/20) out of 20 independent runs
and it is thus worth of close inspection. The GM of C80 is a
high symmetry Ih structure, and the SLM has a D5h symmetry
(see the Supporting Information (SI) S-Figure 1 for the
structure). In fact, most of the nonparallel runs (16/20) and the
parallel run at low temperatures (e.g., 3000 K) reach to the
SLM rapidly (within 104 steps). Only by elevating the T to
9000 K, the parallel run can finally identify the correct GM. The
question is therefore why the conversion from the D5h SLM to
the Ih GM is of low probability using SSW at low temperatures.
By inspecting closely their structures, one can conceive that the
interconversion of the two structures requires a clockwise
rotation of the upper sphere and at the same time an
anticlockwise rotation of the bottom sphere around the
principal C5 axis of the SLM. This process needs to break 10
σ C−C bonds, which is energetically too high to occur as one
elementary step. From the identified trajectories for SLM to
GM, we found that the conversion from the SLM to the GM
always go through the other much less stable isomers (>6 eV
higher) involving continuous ring shifting. In addition, we also
found that the GM-to-SLM conversion is much more facile
than the SLM-to-GM conversion: our results show that the
success rate of GM-to-SLM conversion is more than 70%
within 105 steps at 10 000 K. These facts imply that the PES of
C80 must possess a double-funnel feature, as illustrated in
Figure 1a, that is to say, the GM (at the narrow funnel) and
SLM (at the large funnel) are separated by a high barrier and a
large spatial distance. It might be mentioned that the GM
location in C80 is at least 1 order of magnitude more difficult
than that in Lennard-Jones 75 (LJ75) that is known to possess
the similar double-funnel PES.11,49−51 Our results show that at
a 5% success rate the shortest trajectory for SLM-to-GM
conversion requires ∼104 SSW steps in C80 and it is below 103

in LJ75.

Apart from the GM structures, the SSW method has
identified many other less stable structures that match the
IPR along the searching trajectories. For example, the SSW
method finds 20 IPR-isomers (NIPR‑i) out of 46 in total for C90
in ten runs (see Table 1). Compared to the GM, these IPR-
isomers generally have a lower symmetry and the pentagon
rings are closer to each other compared to them in the GM.
Interestingly, with the increase of the system size, NIPR‑i
increases much slowly compared to that of NIPR‑t. This implies
simply that in order to identify the lowest energy configurations
it is not necessary to explore the whole PES. In general, the low
energy structures are in close neighborhood on PES and it is of
high probability to identify the GM by sampling the states
along the low energy pathways.
Finally, it is of interest to compare the PES of carbon clusters

with that of short-ranged Morse clusters in the context of the
SSW GM searching from random structures. The unbiased GM
location of short-ranged Morse clusters has long been a
challenge52−55 and only until recently we show that the SSW
can successfully identify the GM of the short-ranged Morse
clusters up to 103 atoms. In Table 2, we list the efficiency for

GM location using the SSW method for Morse 60, 70, and 78
and compare them with the carbon fullerenes. It can be seen
that the GM location of the fullerene is several times more
difficult than that of the same size Morse cluster. For these
Morse clusters, the SSW method can achieve a probability of at
least 47% for GM location within 104 SSW steps and 100%
within 105 steps, while it is below 20% within 104 SSW steps
and less than 90% within 105 steps for carbon clusters.

3.3. SSW Trajectories of C60 Fullerene from Random
Structures. In this section, we analyze the trajectories obtained
for the assembling of C60 fullerene from randomly generated
atoms. In Figure 4, we have collected 40 independent
trajectories and plotted the trajectories by recording only the
minima that is exothermic along the trajectory for the purpose
of clarity. Because the total SSW steps of these trajectories vary
from 5079 to 9473, we utilize a rescaled step ratio, being the
SSW step number divided by the total steps, as the axis to show
the gradual energy decrease of the assembling process in Figure
4a. The density of the states for these exothermic minima
(DOM, g(E) with ∫ [g(E)/Ntot] dE = 1, Ntot is the total number
of minima in all trajectories) is shown in Figure 4b and c. g(E)
is calculated as g(E) = ∑iN(E), where i labels the trajectory;
N(E) is the times the minimum structure with energy E
appeared in the ith SSW trajectory.
As shown in Figure 4a, most of the trajectories accumulate at

the bottom-left corner, indicating that the trajectories are
similar in the sense that they go through the similar
intermediates at the similar time scale as measured by the
step ratio. From these trajectories, we can also distinguish four
common stages from the high to the low energy in the
assembling process, and the typical structure picked from the

Table 2. Probability to Locate GM from Random Structures
Using SSW Method for Short-Ranged Morse Clusters28 and
Carbon Fullerenes within 104 and 105 SSW Steps

Morse cluster carbon cluster

atom number 104 steps 105 steps 104 steps 105 steps

60 47% 100% 10% 90%
70 80% 100% 20% 40%
78 50% 100% 10% 80%
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four stages are illustrated in the insert of Figure 4a. Starting
from the randomly distributed atoms (high energy states above
−300 eV), the first stage reached is the long-chain carbon
cluster, which appears at ∼−340 eV. These long chains will
then cross-link with each other to reach to the second stage,
forming large carbon cycles. The energy window of the second
stage is ∼−370 eV. Next, the carbon cycles will condense to
form the uncompleted cage structures at ∼−390 eV. The
characteristic hexagon also appears at the third stage. Finally,
the spherical-like carbon cage featuring mainly pentagons and
hexagons emerges at ∼−410 eV, which is no more than 10 eV
higher in energy compared to the GM (−410.507 eV). From
Figure 4b, it is obvious that many stable isomer structures with
close energy spacing are present at the final stage, which leads
to a high density of minima. All the trajectories will be trapped
at this stage for a long period of up to 90% simulation time
before the GM can be eventually identified.
In Figure 4c, we enlarge the density of the exothermic

minima along the trajectories at the energy window below
−400 eV in order to have a closer look on the possible isomeric
structures of the spherical-like shape. The typical low energy
structures as indicated by A, B, C, and D are displayed in the
inset. These structures all have a hollow spherical shape but
with differently arranged rings. The low energy isomers,
although they may contain only pentagons and hexagons, do
not obey the IPR with closely connected pentagons. The
transformation of these structures to GM must go through the
Stone−Wales rearrangement. The structure A is the SLM and
its pathway to the GM is already shown in Figure 1. Because of
the high barrier and the highly local feature of the
transformation, a significant computational time is spent on
finding the correct movement direction as achieved by the
random mode generation procedure in the SSW method.
It should be emphasized that in the gas-phase the C60

fullerene is generated by the shrinking mechanism of giant Cn

fullerenes (n > 100) based on QM molecular dynamics study.7

The SSW trajectories in Figure 4 are thus not chemical
meaningful, mainly for illustrating how the SSW method finds
the correct GM from random structure and for identifying the
common features among different trajectories, such as the four
stages outlined above. The SSW trajectories are generally not
the lowest energy pathways since the SSW method focuses on a
rapid PES exploration (to identify the low energy minima) and
does not intend to find the lowest energy pathway (where
accurate TS location is required).
Nevertheless, because the GM and the lowest energy

pathways are often correlated properties for a PES, SSW
trajectories can also provide important information on the low
energy pathways for two reasons: (i) With small perturbations
and repeated local relaxations, the SSW trajectory tends to
avoid too high energy pathways (e.g., atom collision). (ii) With
the Metropolis MC criterion, only those pathways with
relatively low energy intermediates will be selected in the
searching. This explains that the trajectories identified above for
C60 assembling exhibit the great similarity.

3.4. Pathway Selection and Overall Efficiency As
Influenced by SSW Parameters. Finally, it is of interest to
analyze how the tuning of SSW parameters can affect the
efficiency of the PES exploration. To this end, we utilize C20 as
the model system to examine the influence of the parameters
on the slowest conversion steps in the SSW trajectories. We
select C20 because the system is small enough to obtain
converged statistics rapidly and the GM location of C20 is also
representative for larger carbon clusters. With the Brenner
potential, C20 has a C5v bowl-like GM (see Figure 5), which also

satisfies the IPR as encountered in the large fullerenes. It is
noted that C20 can have different GM structures depending on
the level of theory utilized:56 the other two common possible
GM structures are the chain (D10h) and cage (Ih) structures.
These two structures are however 1.30 and 2.60 eV higher than
the bowl-like GM structure with Brenner potential, and they are
not identified using SSW at the temperature range investigated,
which suggests that they belong to different funnels. Indeed, we
can identify the chain and the cage structures from random
atoms when using other empirical potentials (EDIP57 and
ReaxFF58 potential).
Starting from randomly distributed carbon atoms, we first

run 20 independent SSW searches with T being set as 300 K.
The low temperature utilized is to identify the large energy
traps before the GM is reached. In these 20 trajectories, we
found that the carbon atoms agglomerate rapidly at the initial

Figure 4. Trajectories of the assembling of C60 from random structure
(a) and the density of the states for the exothermic minima (DOM)
along the trajectories (b and c). The atoms in blue highlight the parts
not obeying IPR.

Figure 5. Important structures for the GM location of C20 using
Brenner potential.
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stage, similar to those found in the assembling of large
fullerenes, and all the trajectories will then be trapped at a C2v
planar structure for a long period, which consists of 5-, 6-, and
7-member rings, denoted as state 1 (see Figure 5). It is
therefore of significance to analyze how the SSW method
converts state 1 to the GM in the presence of different SSW
parameters.
Effect of ds and NG. The ds and NG are two correlated

parameters, which together define the surface walking length of
one SSW step. In Figure 6a, we show the contour graph of the
probability of the GM location from the state 1 at the different
combinations of ds and NG, in which the probability are
averaged over 1000 runs per one set of ds and NG (with T
being always kept at 300 K). We found that the best
performance is achieved when ds is ∼0.6 Å and NG is in the
interval of 6−10. This is equivalent to a structural perturbation
of 3.6 to 6 Å per SSW step. Apparently, the performance is not
very sensitive to NG as long as it is larger than 6 but is rather
sensitive to ds. For ds = 0.6 and NG = 24, the performance is
only dropped by 22.9% compared to ds = 0.6 and NG = 9. On
the other hand, for ds = 0.4 and NG = 9, the performance is
dropped by 49.7% compared to ds = 0.6 and NG = 9. It should
be mentioned that we also performed the similar ds/NG test by
increasing T to 3000 K and the similar result is obtained (see SI
S-Figure 2). This indicates that ds being 0.6 and NG larger than
6 are optimum for C20 systems.
The effect of T. We then studied the temperature effect on

the GM location while keeping ds and NG being constant (0.6
and 9). Figure 6b illustrates the variation of the probability to
locate GM upon the change of T. The data at each T is
averaged over 1000 independent runs with the maximum SSW
steps being set as 500 or 1000. It shows that the best
performance can be achieved at the interval 3000−5000 K. The
probability to locate GM increases rapidly from 300 to 3000 K,
and then it declines slowly above 5000 K. While the
temperature increases by more than 20 times, the overall
efficiency varies less than 7 times. This indicates that the SSW
method is not very sensitive to the parameter T, and a good
performance can be achieved over a wide temperature window.
The above results can be understood by analyzing the SSW

trajectories, which contain many possible pathways leading to
the GM. By tuning the parameters ds, NG, and T, the relative
percentage of the pathways should differ and therefore the
overall efficiency of GM location changes. Below we utilize the
SSW trajectories at different T (maximum 1000 SSW steps,
Figure 6b red curve) to illustrate how SSW works in this
example.

First, we have identified four other intermediates in addition
to the state 1 that can reach to the GM in one SSW step, as
numbered sequentially from states 2−5 with increasing energy
shown in Figure 5. On the basis of the large number of SSW
trajectories, it is then possible to determine the lowest energy
pathways from the state 1 to the GM. This is done by resolving
the lowest energy pathways between any of the two states (1, 2,
3, 4, 5, and the GM) where their linkage within one SSW step
(e.g., 1-to-2, 2-to-3) is present in SSW trajectories. With the
information of two ends (IS and FS), it is straightforward for
BP-CBD29 method to locate the associated TSs and
intermediates.
From 1 to GM, we found two low energy pathways

(pathway-a and pathway-b), as shown in Figure 7, which either

go through the state 2 (pathway-a) or the state 3 (pathway-b).
The conversion between states 2 and 3 can occur through the
common intermediate state 4, which is an immediate precursor
to the GM. Interestingly, pathway-a has better intermediates
(MS1a and 2) with lower energy and pathway-b has an overall
lower barrier (3.10 eV). Obviously, except for state 5, states 2,
3, and 4 all locate on these two low energy pathways.
Next, the relative weight of the five states that act as the

precursor to the GM (one SSW step before GM being
identified) at different temperatures is calculated from SSW
trajectories and the results are plotted in Figure 8. It shows that
at the low temperature (300 K) all conversions from the state 1
to the GM occur via a single SSW step (the relative weight of

Figure 6. Dependence of the probability of the GM location on the parameters (a) ds and NG and (b) T for C20. In part b, the results with
maximum 500 and 1000 SSW steps are both shown.

Figure 7. Low energy pathways from the state 1 to the GM of C20. All
the intermediate structures are depicted in SI-Figures 3 and 4.
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the state 1 is thus 100%). The overall probability of these
conversions is however rather low (<17%), as seen from Figure
6b. As there are at least four elementary steps in the low energy
pathways (Figure 7 pathway-b), the one-step conversion must
go through the high energy channels and is thus less likely to
occur.
By increasing the temperature to 1000−2000 K, the pathway

involving state 2 starts contributing to the GM location (the
probability for a minima being accepted to replace the state 1
can be evaluated using eq 2 quantitatively, which are, for
example, 0.85% and 0.05% at 1000 K for state 2 and 3). At the
low temperature region, the SSW method prefers the pathway-a
for converting state 1 to GM because pathway-a contains lower
energy intermediates (MS1a and 2) that can be accepted with
high probabilities in SSW trajectories. Above 1000 K, the SSW
can undergo both pathway-a and pathway-b for the 1-to-GM
conversion and the efficiency of GM location reaches the
highest at ∼3000 K. This is obviously due to the fact that the
low energy pathways involving the state 2 and 3 that the SSW
trajectories prefer can now be accepted with the highest
probability with less refusing from the Boltzmann term of
Metropolis MC. At high temperatures, 6000 to 7000 K, the
unstable states 5 emerge with the reduced probability to locate
GM (Figure 6b). The presence of state 5 reflects the opening of
the high energy reaction channels (state 5 is not on the two low
energy pathways), which can lead to other high energy states
instead of the GM.
Therefore, the SSW’s selection of pathways determines f irst the

possible reaction channels, where the lowest energy pathways are
preferred but the high energy pathway is also allowed with a
finite probability, and the Metropolis MC acts as the second guard
to refuse the too high energy states that appears most of ten in the
high energy pathways. The above results on the SSW parameters
demonstrate that the PES exploration using the SSW method is
not very sensitive on the temperature (of Metropolis MC). As
demonstrated in C20, even at the low temperature 300 K, the
GM can be located considering that the barrier is at least 3.10
eV. On the other hand, by tracing a large number of SSW
trajectories, it is possible to identify the lowest energy pathways
because the intermediates along the low energy pathways
appear much more frequently than the other high energy states.
Overall, the SSW method can provide a large database of
minima and their connectivity (as represented in SSW
trajectories) in complex systems, and with the help of the
TS-location method (BP-CBD) in the same framework, it
might be an attractive new tool for investigating material phase
transition. Our ongoing work shows that the above approach

can be extended to quantify the phase transition of periodic
crystal systems (such as the rutile to anatase transition of
TiO2).

4. CONCLUSION
By combining recently developed SSW method with a parallel
replica exchange technique, this work assembles nine carbon
fullerenes containing up to 100 atoms from random structures
without using any a priori knowledge on the systems. These
carbon clusters generally have multiple-funnel PES due to the
high barrier of elementary reactions, and among them C80 is the
most challenging case as its GM locates at a much narrower
channel compared to the SLM. Within one unified theoretical
framework, we show that the GMs of these fullerenes can be
identified together with a large data set of trajectories showing
the close connectivity between minima, and the parallel replica
exchange technique can expedite greatly the PES exploration.
With the results presented for the carbon PES, we believe that
the SSW method, as a general tool for PES searching, could
expand greatly the scope of computational material design in
the future.
Detailed analyses on the SSW trajectories demonstrate that

the SSW method is able to identify the GM rapidly because of
its ability to surmounting high barrier and the preference of
SSW trajectories to low energy pathways. Therefore, the key
difficulties encountered for material structure prediction are
now solved using the SSW algorithm: (i) The high barrier
required for structural transformation. For the isomerization of
carbon fullerenes, the barriers are generally more than 4 eV.
The repeatedly added Gaussian potentials along one particular
direction in each SSW step help to walk through the high
energy transition region. (ii) The sampling of the desirable
reaction channels toward better configurations. The random
mode generation together with the biased dimer rotation
procedure in SSW help to identify the entrance channel for the
desirable reaction pattern. During the surface walking, the low
energy pathways along this direction are generally preferred
thanks to the repeated local relaxation right after the addition of
Gaussian potential, which makes the PES exploration biased
toward the low energy regions. In combination with parallel
replica exchange, the SSW method can maintain a high
efficiency of GM location for systems up to a large
dimensionality.
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