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Stochastic surface walking method for crystal
structure and phase transition pathway
prediction†

Cheng Shang, Xiao-Jie Zhang and Zhi-Pan Liu*

The determination of crystal structures and the solid-to-solid phase transition mechanisms are two

important and related subjects in material science. Here we develop an unbiased general-purpose

potential energy surface (PES) searching method, namely, SSW-crystal method, for prediction of both

the crystal structure and the crystal phase transition pathway. The SSW-crystal method features with

stochastic surface walking (SSW) via repeated small structural perturbation by taking into account the

second derivative information on both the lattice and the atom degrees of freedom. The SSW-crystal

method is capable of overcoming the high barrier of phase transition and identifying the desirable phase

transition reaction coordinates. By applying the SSW-crystal method to a set of examples, including SiO2

crystal up to 162 atoms per cell, Lennard-Jones model crystals up to 256 atoms, ternary SrTiO3 crystal

of 50 atoms and the rutile-to-anatase TiO2 phase transition, we show that the SSW-crystal method can

efficiently locate the global minimum (GM) from random initial structures without a priori knowledge of

the system, and also allows for exhaustive sampling of the phase transition pathways, from which the

lowest energy pathway can be obtained.

1. Introduction

The exploration of the PES of crystals has been a hot subject in
theoretical modelling for the design of new materials.1–12

Theoretical methods for the PES exploration of crystals can
be generally divided into two categories, one targeting the
structure search and the other aiming to provide kinetics
information on the solid-to-solid transition pathway. The struc-
ture search algorithms are often assessed by their efficiency to
identify important minima, e.g. GM, on PES,13–21 which can be
utilized to understand the thermodynamic properties of mate-
rials. For the kinetics involved in the phase transition, there is
much less focus on theoretical modelling, not least because
multiple pathways are present between the minima but also
because the pathway sampling is theoretically much more
challenging as compared to the minima sampling.22,23 The
identification of the correct reaction coordinate24 among many
degrees of freedom is the problem most concerned for pathway
sampling but often neglected in structure search. It would be
highly desirable if automated sampling on both the minima

and the pathway can be achieved simultaneously in one single
simulation.

The current theoretical methods for structure search gen-
erally involve aggressive structure change on either the atom or
the lattice degree of freedom, which helps to bypass the
transition region of PES and prevent trapping in local minima.
For example, the GM searching methods starting from one
single entry (one structure) on PES, such as annealing simula-
tion,5,7–10 basin hopping14,15 and minimum hopping,16,17 which
were developed originally for finite systems (e.g. clusters) have
been extended to periodic crystal systems, although their appli-
cations to material prediction are still limited. On the other
hand, the methods starting from multiple entries (a group of
different initial structures on PES), such as evolutionary algo-
rithm (EA) as represented by USPEX18,19 and the particle-swarm-
optimization (PSO) algorithm20,21 have shown great success in
predicting unknown structures of materials. These methods do
not yield a continuous trajectory during PES searching and thus
the pathway information cannot be readily gleaned to connect
the interested phases.

To provide insights into the kinetics, information on the
transition region such as the saddle point on PES needs to be
taken into account. One simple approach is to directly locate
the transition state (TS) connecting two known crystal phases,
i.e. the initial state (IS) and the final state (FS), as represented
by some saddle point searching methods such as the ART
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method25 and G-SSNEB.26 These methods, however, do not
sample the likely pathways between phases and thus may well
miss the lowest energy pathway. For crystal systems, it is
particularly difficult to guess the TS or FS (with the knowledge
on IS) due to the flexibility of the lattice representation. The
enhance sampling methods based on MD techniques,27–31 such
as metadynamics involving the constraints (bias potential)13,32–34

and adiabatic free energy dynamics (crystal-AFED) with tempera-
ture acceleration,35 are promising tools for sampling the PES of
crystals. These methods have gentle structural perturbation and
continuous trajectory as required in MD, which can be utilized to
identify low energy phase transition pathways provided that the
timescale of simulation is long enough to capture the transition
event. For example, by imposing the collective variable on
the lattice degrees of freedom, metadynamics can simulate the
phase transition process between graphite and diamond. If the
minima are known on PES, the local density of states and
the barrier height of phase transition can also be estimated by
random walking using, for example, the threshold method.36–38

Overall, for these techniques, their efficiency to overcome the
high barrier of phase transition is a general concern owing to the
exponential dependence of the rate on the barrier.

In this work, we develop an unbiased general-purpose
theoretical method for exploring the PES of crystals, namely
the SSW-crystal method, without requiring a priori knowledge
of the system. The method is designed on the basis of our
recently-developed stochastic surface walking (SSW) method,39,40

featuring the random direction generation, soft mode following
and smooth surface walking. The SSW-crystal method can achieve
the following: (i) explore the PES starting from one single entry
(minimum) via stochastic surface walking; (ii) overcome high
barriers separating the minima; and (iii) generate a continuous
searching trajectory on the PES for pathway sampling. In the
following sections, the methodology of the algorithm is first
described and the applications of the method for structure search
and pathway sampling are then detailed. A comparison with
existing methods is also made, demonstrating good efficiency of
the SSW-crystal method for crystal PES exploration.

2. Algorithm of SSW-crystal method

The SSW-crystal method is designed to explore the PES of
periodic crystals based on the idea of the recently-developed
SSW method.39,40 The SSW method can explore molecular
systems of complex PES by imposing constraints on the atom
degrees of freedom via adding bias potentials. To extend the
SSW method for crystals, one needs to couple effectively the
lattice and atom movement during the crystal phase transition.
In the following, we will present the algorithm of the SSW-crystal
method in detail, focusing on how the new method can treat the
lattice degrees of freedom together with those of the atoms.

In brief, the SSW-crystal method is constituted of three
parts, an atom displacement module based on the SSW
method (SSW module), a lattice displacement module based
on the constrained-Broyden-dimer method for cell vectors

(CBD-cell module) and a structure selection module, typically
with a Metropolis Monte Carlo (MC) scheme, to judge whether
a new minimum is accepted or refused. The SSW module and
the CBD-cell module are responsible for the displacement of
atom and lattice coordinates, respectively. By coupling these
two modules, the SSW-crystal can mimic the collective move-
ment in crystal phase transition which involves generally both the
atom and the lattice degrees of freedom. Shown schematically in
Fig. 1b is such a combined CBD-cell (blue curve) and SSW (green
curve) displacement to manipulate one crystal structure from one
minimum to another. We name such a process from one mini-
mum to another as one SSW-crystal step. One SSW-crystal step
contains typically 300–400 steps of energy and gradient calcula-
tions depending on the efficiency of local relaxation (similar to the
SSW method). The SSW module and the CBD-cell module are
elaborated below and the overall scheme of the SSW-crystal
method is summarized at the end of the section.

2.1 SSW method

The SSW algorithm39,40 features an automated climbing mecha-
nism to manipulate one minimum to a high energy configuration
along one random direction, which is inherited from the bias-
potential driven constrained-Broyden-dimer (BP-CBD) method for
TS location developed in the group.41 The method has been
successfully utilized for predicting the structure of finite clus-
ters with complex PES, such as C100 fullerene, and the detail of
the algorithm can be found in our previous papers.39,40 For
completeness, here we briefly outline the central idea of the

Fig. 1 Illustration of (a) the SSW method and (b) the SSW-crystal method.
The real PES is described by the red curve showing separated minima. (a)
One SSW step from one minimum to another, where the bias Gaussian
potentials are imposed only on the atom degrees of freedom;39,40 (b) One
combined lattice and atom displacement step of the SSW-crystal method.
The blue arrows and curves represent the lattice displacement and the
local relaxation, respectively, as governed by the CBD-cell module, which
gradually lifts up the potential energy of the crystal. The green curve
represents the subsequent atom displacement (at the fixed lattice) as
governed by the SSW-module, being a simplified view of (a).
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SSW method and an illustration of the SSW method is shown
in Fig. 1a.

In one particular SSW step, labeled as i, a modified PES
Vm-to-H, as shown in eqn (1), is utilized for moving from the
current minimum, Rm

i to a high energy configuration RH
i , in

which a series of bias Gaussian potential vn (n is the index of
the bias potential, n = 1,2. . .H) is added one by one consecu-
tively along the direction Nn

i .

Vm-to-H ¼ Vreal þ
XH
n¼1

vn

¼ Vreal þ
XH
n¼1

wn � exp � ðRt � Rn�1
t Þ �Nn

i

� �2.
2� ds2
� �h i

(1)

Ftot ¼ Freal þ
X
n

wn � exp �
Rt � Rn�1

t

� �
�Nn

i

� �2
2� ds2

" #

�
Rt � Rn�1

t

� �
�Nn

i

ds2
�Nn

i

(2)

where R is the coordination vector of the structure and Vreal

represents the unmodified PES; Rn
t are the nth local minima

along the movement trajectory on the modified PES which is
created after adding n Gaussian functions (see Fig. 1a). The PES

at Rn
t is thus defined by Vm-to-n ¼ Vreal þ

Pn
k¼1

vk. The Gaussian

function is controlled by its height w and its width ds, and
is always added along one particular walking direction as
defined by Nn.

Nn should desirably be one eigenstate of the Hessian matrix
(normal mode) with low eigenvalues. Since the computation of
the Hessian is expensive, SSW method optimizes Nn iteratively
from the initial random direction N0 using the biased CBD
rotation method,39,41 which is utilized practically to fast locate
one soft eigenvector of the Hessian matrix. It should be noted
that as inherited from the CBD rotation,42 the biased CBD
rotation does not compute the whole Hessian matrix but aims
to find one vector close to a soft eigenvector of the Hessian
using the numerical approach. Owing to the extra bias added in
the CBD rotation,30,32 the biased CBD rotation distinguishes
from other existing eigenvector updating schemes as utilized in
the single-ended TS searching method like dimer,43 CBD,42

hybrid eigenvector-following44 and GAD,45,46 the rotation does
not necessarily converge to the softest eigenvector or even any
eigenvector of the Hessian exactly, but to a vector that mimics
the initial random direction N0 and in the meantime is close to
a soft eigenvector of the Hessian. In short, the biased CBD
method is able to follow up one particular moving direction to
escape the basin region, which is not always the softest mode
direction (e.g. frustrated translational/rotational modes). More
details on the random mode generation and optimization can
be found in our previous works.39,41

Overall, the movement from Rm
i to RH

i (see Fig. 1a) is a
repeated procedure containing (i) the update of the direction

Nn
i at Rn�1

t ; (ii) the adding of a new Gaussian function vn and the
displacement of Rn�1

t along the direction Nn
i by a magnitude of

ds (Rn�1
t + Nn

i �ds); and (iii) the local relaxation to Rn
t on the

modified PES (the energy minimization is constrained by
the added potentials). The force for the local optimization on
the modified PES can be evaluated according to eqn (2). After
reaching the high energy structure RH

i , we remove all added
bias potentials and relax fully until a new minimum is found.

It might be noticed that the purpose of adding a bias
potential in the SSW (also SSW-crystal) method is quite differ-
ent from the MD-based metadynamics32 method. In the SSW-
crystal method, the bias potential is for driving the structure
across the TS and will be removed before the full energy
minimization. In metadynamics, the bias potentials are kept
during the simulation to gradually fill the basins. A special
reaction coordinate, i.e. collective variable, needs to be designed
in order to fill only those related basins and drive the simulation
to the target state. In contrast, the bias potential in the SSW-
crystal method is imposed simply using the Cartesian coordinate,
the direction of which is obtained from the biased CBD rotation.
There is no need for guessing the reaction coordinate.

2.2 CBD-cell method

In the SSW method, only the atom degrees of freedom are
constrained via adding Gaussian potentials. This is not suffi-
cient to explore the PES of the crystal efficiently, where a
significant distortion in the lattice might be essential. Follow-
ing the key idea of the SSW method, we design a CBD-cell
module for lattice displacement, where a few cycles are per-
formed repeatedly to displace smoothly the lattice along one
particular lattice mode direction. Each CBD-cell cycle contains
three steps, namely, the soft lattice mode identification, the
lattice displacement and the local relaxation of atoms in the
fixed lattice. Maximally, 5 CBD-cell cycles, HCell = 5 are per-
formed in this work. The CBD-cell cycle is schematically
depicted in Fig. 1b using the blue arrows/curves.

Specifically, lattice displacement is achieved by displacing
the current lattice Ln

0 (n is the index of the current CBD-cell
cycle) along a soft lattice mode direction Ncell to yield a new
lattice Ln+1

0 , as expressed in eqn (3). The lattice L is a nine-
dimensional (3 � 3) cell vector. After the lattice displacement,
the local energy minimization (e.g. maximally 25 steps as
utilized in this work) is then performed on the fixed lattice.

Ln+1
0 = Ln

0 + DL�Ncell (3)

It should be emphasized that a small step size, DL in eqn (3),
is utilized for the lattice displacement, which is implemented
by imposing constraints on the maximum change of the lattice
length (e.g. a, b and c) or the maximum volume change. Here we

utilize a lattice length criterion, i.e. DL ¼ 0:15�
ffiffiffiffiffiffiffiffiffiffiffiP

lij2
p

; lij 2 Ln
0

(15% change for the cell vector). The gentle lattice displace-
ment is analogous to atom displacement in the SSW method
where the width of the added Gaussian (ds) is small. From
eqn (3), it is obvious that the quality of Ncell determines largely
how efficient the PES exploration will be.
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To generate a physically meaningful Ncell, we utilize the
constrained-Broyden-dimer (CBD) rotation method42 to identify
one soft mode of the lattice Hessian, starting from a random
vector N (a nine-component vector, three rotational modes are
projected out in the CBD rotation). This is similar to that utilized
in the SSW method for generating Nn

i in eqn (1). The CBD
rotation algorithm for the lattice is summarized in eqn (4)–(6).

L1 = L0 + dL�Nt
cell (4)

FL
rot = 2(

:
L0 �

:
L1) � 2[(

:
L0 �

:
L1)�Nt

cell]�Nt
cell (5)

_Lij ¼ @H=@Lij ¼ �O
X
k

sik � pextð Þ Ltð Þ�1
h i

kj
(6)

where
:
L denotes the first derivative of the enthalpy (H) with

respect to the lattice; s is the stress tensor, O is the volume and
pext is the external pressure (set as zero in this work); L1 and L0

are two lattice configurations, namely a dimer, separated by a
fixed Euclidean distance of dL (e.g. 0.005 Å) along Nt

cell. In CBD
rotation, the dimer rotates to minimize the rotation force (FL

rot)
42,47

until a preset criterion, e.g. 0.1 eV Å�1, is reached. Ncell will in
principle converge to the softest eigenstate of the lattice Hessian
matrix, if no extra constraints are applied (e.g. rotation steps). The
curvature (eigenvalue) of Ncell can then be derived using the
numerical finite difference as:

Ccell = (
:
L0 �

:
L1)�Nt

cell/dL (7)

A key feature of the CBD rotation method is its ability to fast
identify one soft lattice mode starting from a random vector,
typically within a few steps of energy and force evaluations.
Taking the a-quartz (SiO2)12 crystal as an example (a = 9.90, b =
9.93, c = 5.50 Å, a = b = 901, g = 1201, the structure of which is
shown in Fig. 2 inset), we have examined the efficiency of the
CBD rotation to identify the lattice mode. The potential energy
surface of SiO2 is described by using the BKS potential.48 The
Ccell of the lattice modes of quartz are numerically calculated,
being 4.98, 5.81, 8.47, 20.1, 21.7, 35.0 (�10�2 a.u.). The calcu-
lated softest (N1

cell) and hardest (N6
cell) lattice modes are as

follows.

Obviously, the softest lattice mode represents the expansion
along the c axis and the compression along the a and b axes,
while the hardest lattice mode represents the compression
along all three directions.

The efficiency of the CBD rotation is tested by randomly
generating an initial 9-dimensional vector and then using the
CBD rotation to identify the lattice mode with the maximum
energy/force evaluation step being set to six. Our results are
shown in Fig. 2. Averaged over 5000 independent runs, we
found that the CBD rotation prefers clearly soft lattice modes:
the probability for converging to three soft modes and to three
hard modes are 57.8% and 4.7%, respectively. The rest 37.5%
converges to the hybrid modes.

We emphasize that the displacement along the soft lattice
modes, instead of a random direction, is crucial for achieving
high efficiency of the crystal PES exploration. In Section 3.1 we will
show that the efficiency of structure search by following soft
lattice mode directions is much higher than that by following
hard mode directions, as has been noticed previously that the soft
modes are generally the preferred direction leading to more stable
minima.17,49,50 One major feature of the current SSW-crystal
method is that both the lattice and the atom modes are explicitly
calculated using the numerical biased-CBD method, which makes
the SSW-crystal method transferable and robust for different PES.

Since the SSW-crystal method combines both the atom-
move transformation as utilized in SSW, and the cell-move
transformation as utilized in the CBD-cell module, it can be a
useful tool for analyzing what type of displacement is critical
for one particular phase transition. In Section 3.2 (Lennard-
Jones crystal), we will show that the combination of both atom
and cell movement can achieve the highest efficiency for
structure search. The basic idea of coupling the atom and cell
movement in the SSW-crystal method is similar to the atom and
cell perturbation implemented in the USPEX18 structure search
method using the evolutional algorithm. However, in the
literature, there are other methods by enforcing only the cell
or the atom move for crystal structure prediction. For example,
the cell-move transformation is often implemented via impos-
ing external pressure32 and the atom-move transformation can
have different schemes such as those utilized in the original
basin-hopping,14 minimum-hopping16 and PSO.21

2.3 Overall scheme of the SSW-crystal method

Since the SSW module and the CBD-cell module can function
independently, it is flexible to combine these two modules for
displacement of the crystal structure. For example, the structure

Fig. 2 Probability of identifying the lattice mode starting from random
vectors using the CBD rotation method within six energy/force evaluation
steps, as illustrated using a-quartz SiO2 crystal. The structure of a-quartz
SiO2 is shown in the inset. The probability for converging to three soft
lattice modes is much higher than that for converging to three hard lattice
modes.
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change can be driven by lattice displacement (CBD-cell only),
atom displacement (SSW only), or by combining lattice and atom
displacement (i.e. CBD-cell plus SSW, as shown in Fig. 1b). After
a few preliminary trials in the example systems, we finally choose
a hybrid scheme for the lattice and atom displacement in
the SSW-crystal, where a parameter, l, is utilized to partition
the usage of SSW and CBD-cell modules. The flow diagram of the
SSW-crystal algorithm is shown in Scheme 1 and the procedure
is described below from step (1) to (8).

Step (1): Choose the structure displacement method at the
current minimum Rm

i . If the current SSW-crystal step i can be
integer divided by the parameter l (l = 2 in this work), the
combined lattice and atom displacement is performed, i.e.
CBD-cell plus SSW. Otherwise, only the CBD-cell module is
utilized for the structure displacement.

Step (2): Start the CBD-cell module by setting the current
CBD-cell cycle as 1 (nCell = 1);

Step (3): utilize the CBD method to identify a soft mode Ncell;
Displace the lattice along Ncell (eqn (3)); and relax the atoms
with the fixed lattice.

Step (4): Increment nCell = nCell + 1; if nCell reaches the
maximum CBD-cell cycle (HCell), continue with step (5); else
go back to step (3).

Step (5): Utilize the SSW method to displace the atom at the
fixed lattice if the SSW-module is required as determined at
step (1). If not, go to step (6).

Step (6): Relax all the degrees of freedom (including both
atoms and lattice) to a new minimum, Rmt

i (all the added bias
potentials and lattice constraints are removed, if present).

Step (7): Utilize the structure selection module to accept/refuse
the new minimum. For the purpose of structure search, the
Metropolis Monte Carlo scheme is utilized where the probability
P of accepting the new configuration Rmt

i by making Rm
i+1 = Rmt

i is

P ¼
exp E Rm

i

� �
� E Rmt

i

� �� ��
RT

� 	
; when E Rmt

i

� �
4E Rm

i

� �
1; otherwise

(

(8)

where E(X) is the energy of the structure X. For the purpose of
pathway sampling, specific rules need to be designed, which will
be discussed in Section 4.1 below.

Step (8): Increment i = i + 1 and repeat steps (1)–(8).
The SSW-crystal method for structure search is controlled by

five main parameters, namely, ds: Gaussian width; H: maxi-
mum number of Gaussian potentials; DL: lattice displacement
magnitude per CBD cycle; HCell: maximum CBD-cell cycles; and
MC temperature. Because the central idea of the SSW-crystal
method is to smoothly perturb the structure from one mini-
mum to another by following one particular soft mode direc-
tion, the optimum values for the first four parameters, ds, H, DL
and HCell, are in fact quite similar for different systems, e.g. ds =

0.6; H = 10; DL ¼ 0:15�
ffiffiffiffiffiffiffiffiffiffiffiP

lij2
p

; lij 2 Ln
0; HCell = 5 utilized for

most systems in this work. These values control the overall
displacement distance (the Euclidean distance of the coordinates)
from one minimum to another, which is in general less than 10 Å,
and thus the neighboring minima in the SSW-crystal trajectory are
geometrically closely connected on PES.

3. Structure search
3.1 SiO2 crystal

We first tested the performance of the SSW-crystal method
for finding the GM starting from an ordered crystal structure
(less stable than GM). The SiO2 crystal as described by the BKS
potential48 is utilized as an example where the efficiency for
conversion of the a-quartz (P3121, #152) to the GM, an anatase-
type structure (I41/amd, #141) is examined. The BKS potential
has been utilized previously for SiO2 structure search using
metadynamics and GA method, and it was noticed that the BKS
potential predicts incorrectly the GM of SiO2 at ambient pres-
sure.13,49 In the a-quartz form, Si is four-coordinated with the
lattice constants being a = b = 5.959, c = 5.500 Å, a = b = 901, g =
1201, while in the anatase-type structure, Si becomes six-coordinated
with the lattice constants being a = b = 3.349, c = 8.510 Å, a = b = g =
901 (the coordinates of the structures are detailed in the ESI†). In
order to convert the a-quartz to the GM, the algorithm needs to
displace the coordinates of both the lattice and the atom.

We carried out 50 independent SSW-crystal runs for different-
sized (SiO2)n crystals with n being 12, 24, 36 or 54 (i.e. 162 atoms
per cell by maximum), and each run was allowed for maximally
1000 SSW-crystal steps. Table 1 lists our results averaged over the
50 trajectories and Fig. 3 plots the probability of the GM being
found against the total SSW-crystal steps. The key SSW-crystal
parameters utilized in the simulation are as follows: ds = 0.6;

H = 10; DL ¼ 0:15�
ffiffiffiffiffiffiffiffiffiffiffiP

lij2
p

; lij 2 Ln
0; HCell = 5; MC temperature

4000 K. The probability of locating the GM is close to 100%
within 200 SSW-crystal steps for n = 12 and it drops to 94 and
64% within 1000 steps for n = 36 and 54, respectively. The
average SSW-crystal steps to find the GM (or the number of
minima visited before the GM is reached, NGM, see Table 1) is
identified as 59.3, 61.2, 161.2 and 274.2 for the four systems. It is
obvious that with the increase of the system size (number of
atoms), the complexity of the PES increases rapidly and thus the
GM identification becomes more difficult. For medium-sized
crystals, i.e. n below 36, the SSW-crystal method exhibits high
efficiency.

Scheme 1 Flow diagram of the SSW-crystal algorithm.
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By comparing with existing methods, we found that the
SSW-crystal method achieves similar or higher efficiency for
this binary SiO2 system, where the data for n = 24 are available
for comparison: NGM = 880 (22 generations with 40 structures of
each generation) using the evolutionary metadynamics method
with external pressure.49

It is interesting to examine the importance of the soft lattice
mode as for the structure search. For this purpose, we have
additionally carried out 50 independent SSW-crystal runs for
n = 12 (36 atoms per cell), where the CBD rotation of the CBD-cell
module is modified so that the rotation tends to converge to the
hard modes (by simply reversing the sign of the rotation force in
eqn (4)). The results are compared in Table 1 and also shown in
Fig. 4, which demonstrate clearly that the soft mode following (red
curve) outperforms the hard mode following (black curve). The
efficiency of the structure search within 200 SSW-crystal steps differs
by 7 times as measured by NGM. Since the soft modes are generally
the preferred direction leading to more stable minima,49 the struc-
ture search on high dimensional PES can be effectively sped up by
focusing on the soft modes related to only a few degrees of freedom.
This also explains why the performance of the SSW-crystal method
scales well (i.e. not exponentially) with the increase of the system size
up to 162 atoms per cell (in total 489 degrees of freedom).

The SSW-crystal trajectories are also collected to see how the
SSW-crystal method converts the a-quartz to anatase-type GM.
Shown in Fig. 3b are the results of n = 54 containing 32
independent trajectories, where only minima that are exo-
thermic along the trajectory are recorded for the purpose of
clarity. Because the total SSW-crystal step for each trajectory
varies significantly, from 35 to 968, we utilize a rescaled step

ratio, being the step number divided by the total steps, as the
x axis to show the gradual energy decrease of the transformation
process (see Fig. 3b). It is noticed that most of these trajectories
(24 out of 32) reach a common intermediate phase (C2/m, #12;
�0.20 eV per atom with respect to the a-quartz phase) within

Fig. 3 (a): Probability of locating the GM of SiO2 crystal starting from a
quartz a-phase (BKS potential48) using the SSW-crystal method averaged
over 50 independent runs. Red: 36 atoms per cell; green: 72 atoms per
cell; blue: 108 atoms per cell; orange: 162 atoms per cell; black: 36 atoms
per cell with the hard lattice modes utilized for displacement. (b): Trajec-
tories of locating the GM of SiO2 crystal starting from the a-quartz phase
(162 atoms per cell). The y axis is the relative energy per atom with respect
to the a-quartz phase; the x axis is the step ratio, being the step number
divided by the total steps. The inset shows the structure of the major
intermediate phase (C2/m, #12) from the searching trajectories. Red atom:
oxygen; yellow atom: Si.

Fig. 4 Density profile in the phase transition pathway starting from a fcc
crystal with a point vacancy to a perfect fcc crystal and finally to a hcp
crystal of LJ128 crystal. The pathway is taken from the SSW-crystal searching
trajectories and the TSs along the pathway are determined using the DESW
method.51 The red circles indicate the minima and the selected atoms are
colored to highlight the movement (green: atoms surrounding the point
defect; blue: hcp phase).

Table 1 GM search efficiency of the SSW-crystal method for SiO2, LJ and
SrTiO3 systems averaged over 50 independent runs.a For SiO2, the initial
structure is an a-quartz phase. For LJ and SrTiO3, the initial structure is
randomly generatedb

System Natom Nmax NGM

Succ. ratio
(%)

Ave. force
calc./step

SiO2 36 1000 59.3 100 326
36b 1000 74.74 100 416
36c 1000 423.1 32 309
72 1000 79.7 100 354

108 1000 161.2 94 368
162 1000 274.2 64 380

LJ 128 50 22.8 88 377
128d 50 25.8 32 283
128e 50 27 6 253
256 50 36.8 34 403
256 300 112.8 100 415

SrTiO3 50 10 000 2797.9 100 496

a The listed data contain the number of atoms per cell (Natom), the
maximum SSW-crystal steps allowed for each run (Nmax), the average
number of minima visited before the GM is identified (NGM), the
success ratio and the average force/energy evaluation steps per SSW-
crystal step. b Starting from random structure in a cube with periodic
boundary condition, the volume of which equals to the total volume of
all atoms (assuming 1.75 Å radius for atom and 0.65s for LJ particle).
c Only the hard lattice modes are utilized for the displacement (see
eqn (3)). d Only the cell move (in CBD-cell module) is allowed. e Only
the atom move (in SSW module) is allowed.

Paper PCCP



This journal is© the Owner Societies 2014 Phys. Chem. Chem. Phys., 2014, 16, 17845--17856 | 17851

only 25% of the total steps and thus the computational cost is
dominated by the transition from this intermediate to the GM
(I41/amd, #141; �0.30 eV per atom with respect to the a-quartz
phase). The other major minimum visited (9 out of 32 trajec-
tories) is the stishovite phase (P42/mnm, #136), which is ener-
getically very close to the GM (�0.29 eV per atom with respect to
a-quartz phase).

3.2 Lennard-Jones crystal

The second example we tested is large size LJ crystals up to
256 atoms, where the interaction potential is described by

VLJ ¼ 4e
P
io j

s=rij
� �12� s=rij

� �6h i
(e and s are the depth and

separation at the equilibrium well, respectively. We set e = 1
and s = 1). In this example, we start from the random initial
structure in a cube with the periodic boundary condition (see
Table 1 note). The GM of the LJ crystal is hcp packing, while the
fcc packing structure is only 6.51 � 10�4 e less stable per atom
as compared to the GM. Due to the large size of the crystal and
the low energy separation between different phases, it is con-
ceivable that the structural defects such as point vacancy and
phase boundaries may well be present during the structure
search, especially starting from random initial structures. It is
thus a challenge for the algorithm to find the GM without being
trapped in these local defected minima.

We carried out the SSW-crystal structure search to locate the
GM of LJ crystals with 128 and 256 atoms per unit cell. The
initial structure is randomly generated within a cubic unit cell
with the lattice being 5.553 s for LJ128 and 11.107 s for LJ256

(the lattice estimated from the bond length). For both systems,
50 separated runs are performed with a maximum of 50 SSW-
crystal steps. The key parameters utilized in the simulation are as

follows: ds = 0.22 s; H = 10; DL ¼ 0:15�
ffiffiffiffiffiffiffiffiffiffiffiP

lij2
p

; lij 2 Ln
0; HCell = 5;

MC temperature 0.8. The results are summarized in Table 1.
Our results show that for LJ128 44 out of 50 runs identify the

GM, a success ratio of 88%, and the average NGM is 22.8. For larger
LJ256 the success ratio drops to 34% (17/50). Indeed, we found that
for those trajectories that the GM is not identified, the majority of
SSW-crystal runs are trapped at the stage of the fcc packing crystal
and the minority stay either at the mixed fcc/hcp packing phases
or at those phases with a point vacancy in the bulk. By further
increasing the simulation steps, we found that simulation can
eventually escape these local minima. Our test shows that as the
maximum SSW-crystal steps are 300, the success ratio for LJ256

can finally reach 100% (also 50 independent runs).
The EA method using USPEX has been utilized for LJ crystals

starting from a random structure.19 The NGM is reported to be
30 for LJ128 (3 generation and 10 structures per generation),
which is comparable to our results, 22.8 (success ratio 88%);
For larger systems, e.g. 256 atom, USPEX reaches the less
favorable fcc structure, indicating the EA is also sensitive to
the system size.19 From our results, the efficiency of the SSW-
crystal method scales reasonably with the increase of the
system size and can identify the GM with a medium success
ratio (34% within 50 steps and 100% within 300 steps).

It is of significance to ask why the SSW-crystal method can
identify the GM and how it leaves the local minima for these
large LJ crystals. To answer this, an additional SSW-crystal
search for LJ128 was conducted. First, we tested the efficiency
of the SSW-crystal method by using only the SSW module or the
CBD-cell module starting from random structures, i.e. allowing
only an atom or cell move in the structure displacement. In
both cases the efficiency of identifying the GM drops dramati-
cally, as shown in Table 1. From these results, it is obvious that
the combination of both the atom and the cell move is more
effective for crystal structure exploration.

Second, we performed SSW-crystal runs by deliberately set-
ting the initial structure at a local minimum, the fcc-packing
crystal with one point vacancy (fcc-with-vacancy). In total, 250
SSW-crystal runs were carried out with the maximum step
being limited to 250. We found that 28 of them successfully
identify the hcp GM, while most trajectories (214 out of 250)
end with the fcc-packing structure. These trajectories have been
compared carefully to retrieve the common features of these
structure searches. We found that, interestingly, the SSW-
crystal trajectories that finally visit the hcp GM generally follow
a conversion sequence by transforming first the fcc-with-
vacancy structure to the perfect fcc-packing structure and
finally to the hcp-packing GM. The fcc-packing structure is
therefore an important intermediate that locates most likely at
the lowest energy conversion channel. In order to confirm this
picture, we further utilize the TS searching method to identify
the TS between the connecting phases, which are obtained
from the SSW-crystal trajectories, and determine the pathway
between them (note that no extensive pathway sampling is
performed here since we are focusing on the common features
of the SSW-crystal trajectories; and more details on the rigorous
way of pathway sampling will be discussed in Section 4 below).
The TS is located using our recently developed double-ended
surface walking (DESW) method51 and the pathways connect-
ing two minima are then generated by steepest–descent opti-
mization starting from located TSs.

Fig. 4 shows the lowest energy phase transformation pathway
that we determined from these 250 trajectories, where the density
of the crystal during phase transformation is plotted against the
reaction coordinate. It is interesting to notice that the one-vacancy
crystal needs to experience both expansion and densification in
order to arrive at the perfect fcc crystal (triclinic lattice, a = 2.89,
b = 7.47, c = 5.56 s, a = 94.91, b = 85.81, g = 80.51). This fcc lattice
will then transform to another triclinic lattice (a = 7.32, b = 4.36,
c = 3.93 s, a = 106.11, b = 78.11, g = 98.61) before it starts the
transformation to the hcp phase. The fcc-to-hcp transformation
involves a sequential expansion–compression process, which
exhibits a layer-by-layer atomic gliding. From the pathway, we
can conclude that the crystal phase transition occurs via collective
movement of both the atom and lattice coordinates, as shown
clearly in the layer gliding. The hybrid structure displacement
(CBD-cell plus SSW) utilized in the SSW-crystal method is the key
to achieve high efficiency of the crystal PES exploration.

The landscape of a two-dimensional LJ crystal (16 atoms per cell)
has been analyzed by Schön and Jansen.36,37,52 Interestingly, it was
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shown that the one-vacancy minimum is separated from the perfect
crystal by a two-vacancy minimum. The crystal expansion followed
by densification is required to remove the vacancy, demonstrating
the importance of the hybrid way of structure displacement (move-
class in their work). This is similar to what is observed here for the
3-D large system.

3.3 SrTiO3 crystal

We then investigated a large ternary crystal, SrTiO3, by using the
SSW-crystal method for finding the GM starting from a random
initial structure. PES exploration becomes much more challen-
ging as compared to the single or binary crystals, in particular
starting from random structures. The structure search of this
system has been studied previous by EA methods as implemented
in XtalOpt53 and USPEX.54 The potential proposed by Benedek
et al.55 is utilized to describe the interaction of crystals.

We have carried out 50 independent SSW-crystals with the
maximum steps being 10 000, each starting from randomly
placed atoms (50 atoms per cell) in a cubic cell with each lattice
axis being 20 Å. These initial structures are highly disordered,
e.g. with close Ti–Ti and O–O bonds, which are not present in
the SrTiO3 perovskite, the GM, which is a bcc packing unit cell
with Sr occupying the center of the cube surrounded by Ti–O
framework. The key parameters utilized in simulation are as

follows: ds = 0.6; H = 15; DL ¼ 0:15�
ffiffiffiffiffiffiffiffiffiffiffiP

lij2
p

; lij 2 Ln
0; HCell = 5;

MC temperature 1200 K. We found that the success ratio of the
50 SSW-crystal runs is 22% within 1000 SSW-crystal steps and
reaches 100% within 10 000 SSW-crystal steps. The shortest
trajectory takes 194 SSW-crystal steps to locate the GM. The
results are also summarized in Table 1.

We also collected the SSW-crystal trajectories to examine
how the SSW-crystal method converts the random structure to
a perovskite phase. The results with 50 independent trajec-
tories are shown in Fig. 5, where the x axis is the step ratio (the
same as defined in Fig. 3b) and the y axis is the relative energy
per atom with respect to the GM. Only the minima that are
exothermic along the trajectory are recorded for the purpose
of clarity. Interestingly, we found that unlike in SiO2 (Fig. 3b),
the 50 trajectories of SrTiO3 are quite scattered and show few
common features. Basically, each trajectory reaches the GM
via its own way. This indicates that this ternary system has a
highly complex PES and 50 independent runs are statistically
not enough to capture the common feature in the phase
conversion. Nevertheless, we identify two ordered intermedi-
ate phases which are common in several trajectories, as high-
lighted in Fig. 5 insets, with the energy being 4–8 eV above the
GM. They belong to the defected crystal with wrongly-placed
Ti/Sr atoms.

By comparing to previous results, we notice that the
unbiased SSW-crystal method can achieve a reasonable effi-
ciency (22% within 1000 minima visited, also see Table 1) for
this complex system, higher than the EA method as implemen-
ted in XtalOpt code, i.e. 7–12% identifying the GM within 1000
minima visited. With the symmetry constraint and soft muta-
tion techniques, the EA method implemented in USPEX code

can achieve a higher success ratio for this system, namely 94%
identifying the GM within 1000 minima visited.53

Because the SSW-crystal method is a single-entry approach
starting from a single initial structure (seed), different from the
multiple-entry approaches such as EA and PSO methods, we
expect that the efficiency of the current SSW-crystal method for
structure search can be enhanced greatly when the massive
parallel computation is utilized where the replica exchange
between different seeds can be implemented. One possible
strategy is to allow for multiple SSW-crystal runs at the current
most stable replica to increase the probability of identifying
better minima nearby, and simultaneously introduce other
structure seeds (increase structure variety) to prevent the too
long trapping at the local minimum. Our previous work has
shown that for complex PES such as C100 cluster, the parallel
replica exchange is essential for finding the fullerene GM
among numerous energy nearly degenerate IPR isomers.40

The parallel exchange and symmetry constraints could be a
future direction to improve the efficiency of the SSW-crystal
method.

4. Pathway sampling

The above results show that the SSW-crystal can be utilized for
the crystal structure search and the SSW-crystal trajectory
contains useful information on the pathway linking different
minima. The overall structure change between two connecting
minima obtained from SSW-crystal trajectory is generally not

Fig. 5 SSW-crystal trajectories (50 runs) for finding the GM of SrTiO3

crystal starting from a random initial structure (50 atoms per cell). The
x axis is the step ratio and the y axis is the relative energy per atom with
respect to the GM, namely perovskite structure. The insets show two
intermediate structures from the trajectories, being defected crystal with
wrongly-placed Ti/Sr atoms. The bcc packing unit cell of GM is shown at
the bottom-right corner (Sr atom at the cubic center being surrounded by
Ti–O framework).
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dramatic, e.g. within 10 Å (controlled by ds, H, DL and HCell).
Therefore, it is possible to match these two structures to
identify the pathway between them by using the standard
structure match algorithm (e.g. via minimizing the distance
between two minima with the periodic boundary condition).
The only problem is that such a connection may still not be the
lowest energy pathway between the two connecting crystal
phases. Nevertheless, it is likely to exploit the feature of the
SSW-crystal method to sample exhaustively the pathways link-
ing different crystal phases. Compared to the traditional
approach for pathway sampling based on the MD, the trapping
at deep local minima could be much less severe in the SSW-
crystal method, as demonstrated above in the GM search of
various systems, which increases the overall efficiency.

4.1 Method for pathway sampling and lowest energy pathway
determination

In order to sample exhaustively all the likely pathways between
two phases, we need to utilize a different structure selection
module in the SSW-crystal, in which the new identified struc-
ture is accepted/refused based on the criterion whether the new
phase is identical to the previous phase, instead of the Metro-
polis Monte-Carlo criterion as utilized in the structure search.
The procedure for the pathway sampling and the lowest energy
pathway determination is described as follows.

(i) We start from one single phase and utilize the SSW-crystal
method to explore all the likely phases nearby this phase. If a
new phase different from the starting phase is visited, we
record the initial state (IS) and the final state (FS) of the current
SSW-crystal step. Then, the SSW-crystal simulation will return
to the IS (by rejecting the new phase) to continue the sampling.
On the other hand, if the new minimum is the same as the
starting phase (e.g. a lattice-permutation isomer), the SSW-
crystal will accept the new isomeric phase and continue the
sampling. The energy and crystal symmetry56,57 are utilized as
the criterion to distinguish the phases.

(ii) The pathway sampling stops until the accumulated IS–FS
pairs reach a certain maximum number.

(iii) Based on the IS–FS pair, the DESW method51 is utilized
to identify the TSs explicitly.41,42 The pathway connecting the IS
and the FS is then determined by extrapolating the TS towards
the IS or FS using the steepest-descendent method. The barrier
is the energy difference between IS and TS.

(iv) The lowest energy pathway is identified by comparing
the barrier of the pathways.

It should be mentioned that the above procedure for path-
way sampling is only a one-end approach, namely, to identify
all the pathways initiated from the starting phase. It is com-
mon, however, that the problem in question is associated with
the lowest energy pathway linking two known phases (two-end)
and the two phases may be well separated on PES without a
short connection. For solving such problems, one needs to
complete the whole connecting network by performing repeat-
edly the one-end pathway sampling in a recursive manner,
which will be illustrated in the following example. The path

optimization methods can also be used to analyze the database
after the network is built.22,58,59

4.2 Phase transition pathway between TiO2 rutile and anatase

The example we chose for the crystal phase transition pathway
sampling is TiO2, which has two common phases at ambient
conditions, rutile and anatase. The conversion of the two
phases has been widely exploited in experiments for synthesiz-
ing different morphologies of TiO2

60 and is of great importance
in applications, for example, of photocatalytic water split-
ting.61–65 Despite extensive studies on these two phases of
TiO2,66–69 the phase transition mechanism between rutile and
anatase remains not clear at the atomic level.

In this work, the rutile-to-anatase pathway sampling is first
performed to generate a database of possible pathways linking
two phases. To speed up the process, we utilize the MA potential
to describe a TiO2 crystal, which has been utilized previously for
investigating the phase diagram of TiO2 at elevated pres-
sures.70,71 The TSs of all the pathways are determined explicitly
and the low energy pathways are collected. The density func-
tional theory (DFT) calculations are then utilized to verify the low
energy pathways, typically the five lowest ones obtained from the
MA potential search, where the TS is re-located in the first
principles framework. By comparing the barrier of all these
pathways, the lowest energy pathway can be finally obtained.

All DFT calculations are performed using the SIESTA pack-
age72 with an optimized numerical double-z polarization basis
set73,74 at the GGA-PBE exchange–correlation functional level.
The energy cutoff for the real space grid used to represent the
density was set to 150 Ry. An energy shift of 0.01 eV was used to
determine the orbital-confining cutoff radii. For all the lattices
studied, the k-point mesh utilized has been Monkhorst–Pack
(4 � 4 � 4) set, which is verified to be sufficient for obtaining
good energetics.

We have carried out the SSW-crystal pathway sampling
starting from rutile (12 atom per cell) with the maximum
SSW-crystal step being set to 10 000. We identified 8413 minima
that lie close to the rutile phase, among them 819 belonging to
the TiO2II phase, 797 being Pn21m (#31), 430 being anatase, and
so on. The results are summarized in Fig. 6 by plotting the
averaged O–Ti bond length of the crystal against the sum of the
lattice length. The structure coordinates are detailed in the
ESI.† It shows that rutile, anatase and TiO2II have very close
O–Ti bond lengths; and compared to rutile, anatase and TiO2II
are more flexible in the lattice, showing a wide distribution of
the lattice length.

Since the lowest energy pathway for rutile-to-anatase may
not be a one-step reaction, we continue to conduct the one-end
pathway sampling starting from TiO2II and anatase. For each
linkage (IS–FS pair) identified from the SSW-crystal trajectory,
say, e.g. rutile-to-anatase, rutile-to-TiO2II and TiO2II-to-anatase,
we have located the TS of the pathway and the low energy
pathways are then verified using DFT.

Our DFT calculation results for the lowest energy pathway
determined are highlighted in Fig. 7. The pathway is via two
well-known high pressure phases, MI (Baddeleyite, P21/c, #14)
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and TiO2II (columbite, a-PdO2 type, Pbcn, #60), ending with the
anatase phase. The highest barrier is 0.84 eV per cell from DFT,
related to the TS1 in between rutile and TiO2II. Since MI is
significantly unstable at ambient pressure, TiO2II is the key
intermediate between anatase and rutile. Specifically, the rutile
structure to initiate phase transition is in a monoclinic lattice
(a = b = 5.51, c = 4.65 Å, a = b = 901, g = 65.611). This lattice is
clearly different from that based on the Bravais conventional
lattice of rutile (tetragonal, a = b = 4.64, c = 5.95 Å, a = b = g = 901,
a double cell along the c axis). The intermediate MI phase is in a
monoclinic lattice (a = 5.04, b = 4.84, c = 4.92 Å, a = b = 901, g =
80.131) and the intermediate TiO2II is in an orthorhombic
lattice (a = 5.58, b = 4.92, c = 4.57 Å, a = b = g = 901). The ending
anatase phase is in a monoclinic lattice (a = 5.55, b = 5.38, c =
5.37 Å, a = g = 901, b = 61.461), again not the Bravais lattice of
anatase (tetragonal, a = b = 3.80, c = 9.76 Å, a = b = g = 901).

It should be emphasized that the Bravais lattice represents
the smallest unit cell that contains the full symmetry of the
crystal and is not the only possible lattice for a crystal. Because
of the periodic constraint in simulation from one phase to
another, the lowest energy phase transition pathway must
require a good match for both the lattice and the atom
coordinates between two connecting crystal minima. Conse-
quently, the pathway does not generally initiate from or end
with the Bravais cell. Our results show that the SSW-crystal
method through the random pathway sampling can reveal
desirable lattice/atom coordinates with a good structure match.

The snapshot of the transition pathway is shown in Fig. 7,
highlighting changes in the coordination number of Ti in the
process, namely, going from 6 of rutile to 7 of MI, back to 6 of
TiO2II, and having the 5 coordination transit from TiO2II to
anatase. In the transition, the density of the crystal first
increases by 8.8% to reach the maximum at MI (a high pressure
phase) and is then reduced by 6.1% to TiO2II. Unlike that in
rutile-to-II transformation, the lower coordinated O2c and Ti5c

emerge in the II-to-anatase, as represented by the TS3 in the
pathway. The density at TS3 is 5.7% larger as compared to

anatase but 5.7% lower as compared to TiO2II. The pathway
from anatase to II phase transition has a comparable but lower
barrier (0.70 eV) than that of the pathway from rutile to II
(0.84 eV). This indicates that TiO2II is an important intermedi-
ate phase in between anatase–rutile and may be observed under
experimental conditions. Indeed, TiO2II has been found to
grow at the grain boundaries of rutile ores in nature.75

It might be mentioned that there are many possible path-
ways for the rutile-to-anatase phase transition but with the
higher barriers because there are many possible lattices for
rutile and anatase (as shown in Fig. 6). For example, we also
identify a two-step transition path (red curve shown in Fig. 7),
initiating from the doubled Bravais lattice of rutile (tetragonal
lattice, a = c = 4.64, b = 5.95 Å, a = b=g = 901) to TiO2II
(orthorhombic lattice, a = 4.56, b = 5.57, c = 4.94 Å, a = b =
g = 901), which has a barrier of 1.82 eV per cell and passes a
highly unstable phase, P2/M, #10. For TiO2II to anatase, the
second lowest energy transition path has a barrier of 0.1 eV
(TS6) higher than the lowest one (TS3).

We also compared our rutile-to-anatase pathway with the
one reported previously using the GSS-NEB method.69 We
noticed that the GSS-NEB method identifies a one-step pathway
with an energy barrier of 9.74 eV (12 atoms per cell), where the
IS and the FS utilized are based on the conventional Bravais cell
of rutile and anatase. No pathway sampling was performed.
Obviously, the rutile-to-anatase pathway from the SSW-crystal
method, a three-step pathway, has a much lower barrier, 0.84 eV
(12 atom per cell), which should therefore be kinetically more

Fig. 6 The 8413 minima nearby the TiO2 rutile phase (MA potential) as
found with SSW-crystal pathway sampling. The x axis is the averaged O–Ti
bond length of the crystal, which represents the strength of local bonding
(the O–Ti bond is defined to be below 2.5 Å); the y axis is the sum of the
lattice length, which is a measure of the lattice flexibility of the phase. Brown:
rutile; red: TiO2II; blue: anatase; pink: 88#; green: pyrite; orange: 31#.

Fig. 7 (top) DFT energy profile for the lowest energy pathway from rutile
to anatase. Black: the lowest energy pathway; red: the higher energy
pathways connecting rutile to anatase. (bottom) Polyhedron structure
snapshots from rutile to anatase in the lowest energy transition pathway
(all views are taken along the c axis of each lattice, which is [100] direction
in rutile and TiO2II, and [110] direction in anatase). Polyhedrons are colored
according to the coordination number of Ti ions. Blue: 5-coordinated;
grey: 6-coordinated; green: 7-coordinated.
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relevant for the phase transition. Our results, although per-
formed here in a small unit cell of bulk, do suggest that the
pathway sampling can be theoretically done and is essential to
understanding solid-to-solid phase transition. More detailed
analyses on the rutile-to-anatase phase transition pathway in
large bulk cells and at the surfaces will be addressed in our
future publications.

Finally, it is worthwhile to outline the main features of the
SSW-crystal method and highlight its possible applications. First,
similar to the other non-MD based methods for structure search,
the current SSW-crystal explores the potential energy surface, not
the free energy surface. This is largely because the energy mini-
mization is always performed to locate the minima and the
vibration contribution to entropy is removed.76 This speeds up
effectively PES searching without spending too much effort in
visiting high density liquid-like phases. Therefore, the SSW-crystal
method could be utilized as a first tool for exploring PES to sample
important minima with large configuration entropy. Second, the
SSW-crystal method involves only smooth structural displacement
that is similar to MD-based techniques and thus the pathway
information is retained during PES searching. The method can
naturally identify the neighboring minima with close geometry.
This leads to two interesting applications, i.e. pathway sampling,
as demonstrated above, and investigation of crystals with rigid
bonds, e.g. molecular crystals13,32,33 where a large number of
chemical bonds need to be conserved during PES exploration.
Our ongoing work with an urea crystal as an example shows that
the SSW-crystal method with reduced ds and DL parameters can be
applied to study the phase transition of molecular crystals without
destroying the chemical bond of the molecule.

5. Conclusion

The SSW-crystal method developed in this work represents a new
theoretical method for exploring the PES of periodic crystals,
which is a natural extension of the SSW method developed
recently for finite systems. The SSW-crystal method involves
two independent modules to treat the lattice degrees of freedom,
the CBD-cell module, and the atom degrees of freedom, the SSW
module. The effective coupling of these two modules helps the
algorithm to mimic the collective lattice and atom movement
during crystal phase transition. The new method can thus be
used for both structure search and pathway sampling of a crystal
system without a priori knowledge of the system (e.g. symmetry,
bonding motif). Although the SSW-crystal method requires only
the energy and the first derivative (stress and force) as input, it
utilizes the numerical approach based on the biased CBD
method to identify one soft lattice or an atom mode, starting
from a random vector. By exploiting the second derivative
information of PES and imposing repeatedly small structure
perturbation along the soft mode, the SSW-crystal method can
explore crystal PES efficiently, and simultaneously retain key
information on the phase transition pathway.

We apply the new method for finding the GM of a SiO2 crystal,
Lennard-Jones crystal, SrTiO3 crystal, and also for mapping out the

phase transition pathway between TiO2 rutile and anatase phases.
We show that the SSW-crystal method is highly efficient for
structure search, even starting from the random initial structure,
which is comparable to that of existing algorithms. In addition, the
SSW-crystal method in combination with the DESW method can
sample exhaustively the pathways connecting different phases,
and thus provide a unique opportunity to identify the lowest
energy phase transition pathway and deduce the connection net-
work between different crystal phases. Since the method is an
unbiased general-purpose tool for material structure and pathway
prediction, we expect that it could have wide application in the
design of new materials in the future.
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